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A B S T R A C T

Histopathology is a crucial diagnostic tool in cancer and involves the analysis of gigapixel slides. Multiple
instance learning (MIL) promises success in digital histopathology thanks to its ability to handle gigapixel
slides and work with weak labels. MIL is a machine learning paradigm that learns the mapping between bags
of instances and bag labels. It represents a slide as a bag of patches and uses the slide’s weak label as the bag’s
label. This paper introduces distribution-based pooling filters that obtain a bag-level representation by estimating
marginal distributions of instance features. We formally prove that the distribution-based pooling filters are
more expressive than the classical point estimate-based counterparts, like ‘max’ and ‘mean’ pooling, in terms
of the amount of information captured while obtaining bag-level representations. Moreover, we empirically
show that models with distribution-based pooling filters perform equal to or better than those with point
estimate-based pooling filters on distinct real-world MIL tasks defined on the CAMELYON16 lymph node
metastases dataset. Our model with a distribution pooling filter achieves an area under the receiver operating
characteristics curve value of 0.9325 (95% confidence interval: 0.8798 - 0.9743) in the tumor vs. normal slide
classification task.
1. Introduction

Cancer is estimated to be responsible for 9.96 million deaths in
2020, and there will be an estimated 30.2 million new cases and 16.3
million deaths by 2040 (Ferlay et al., 2020). In the early detection and
successful treatment of cancer, histopathology is a crucial diagnostic
tool. Recently, slide scanners have transformed histopathology into
digital, where glass slides are scanned and stored as digital images,
namely whole slide images (WSIs). Histopathology images provide pre-
cious data that powerful deep learning models can exploit. However, a
histopathology image is a gigapixel image that traditional deep learning
models cannot process. Besides, deep learning models require a lot of
labeled data. Nevertheless, most histopathology images are either not
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annotated or annotated with some weak labels indicating coarse-level
(slide-level or sample-level) properties. They are seldom annotated with
region-of-interests.

This study develops novel multiple instance learning (MIL) models
to address these challenges in digital histopathology. MIL is a machine
learning paradigm that learns the mapping between bags of instances
and bag labels. MIL models are handy for tasks where data is in
the form of bags of instances, and only bag labels are provided. For
example, medical image processing tasks are typical MIL tasks since an
image can be treated as a bag of pixels or small patches (instances),
and there usually exists only an image (bag) label without providing
vailable online 20 April 2023
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the particular region-of-interest (Zhu et al., 2017; Campanella et al.,
2019; Tomita et al., 2019; Oner et al., 2022).

Different MIL methods are used to solve different MIL tasks. Some
methods first classify instances inside bags and then pool the instances’
scores using a MIL pooling filter (Dietterich et al., 1997; Maron and
Lozano-Pérez, 1998; Andrews et al., 2003; Zhang and Goldman, 2002).
Others first extract features of instances inside bags, then obtain bag-
level representations using a MIL pooling filter, and finally classify
the bags (Wang et al., 2018; Ilse et al., 2018; Oner et al., 2020). The
common component in the two approaches is the MIL pooling filter.

A MIL pooling filter obtains a bag-level representation from ex-
tracted features of instances. An ideal MIL pooling filter would obtain
a bag-level representation as joint distribution of features to capture
the complete information in extracted features. However, it is com-
putationally intractable due to the high-dimensional nature of the
problem. As a solution, standard MIL pooling filters, such as ‘max’
pooling (Wang et al., 2018; Wu et al., 2015; Feng and Zhou, 2017),
‘mean’ pooling (Wang et al., 2018, 2019) or ‘attention’ pooling (Ilse
et al., 2018), obtain point estimates (like the mean) of the features
of all instances in the bag. We call this kind of pooling filters point
stimate-based pooling filters (Section 3.2.1).

Although point estimate-based pooling filters perform well in many
pplications, they only capture minimal information for each feature
like feature mean of all instances in the bag). On the other hand, it is
ossible to capture richer information by estimating, for each feature,
he distribution of the feature values of all instances in the bag. This
aper introduces a new family of MIL pooling filters that obtains a
ag-level representation by estimating marginal feature distributions.
e call this type of pooling filters distribution-based pooling filters (Sec-

ion 4). Distribution-based pooling filters have a notable advantage
ver point estimate-based pooling filters: they enable users to represent
he information by the shape of the distributions rather than by the
oint estimates.

Furthermore, empirical comparison of different point estimate-
ased pooling filters have been done in some specific applications like
ound event detection (Wang et al., 2019). However, they do not go
eyond one specific application and have a lack of theoretical analysis.
his paper performs the first systematic study of both point estimate-
ased and distribution-based pooling filters. We theoretically show
hat distribution-based pooling filters are more expressive than point
stimate-based counterparts in terms of the amount of information cap-
ured while obtaining bag-level representations from extracted features
Section 5). This property of distribution-based pooling filters is of great
mportance since more information can improve performance.

We tested the real-life performance of pooling filters in distinct MIL
asks formulated on a lymph node metastases dataset, namely CAME-
YON16 (Bejnordi et al., 2017). The dataset consists of histopathology
lides of lymph node sections and it has corresponding ground-truth
egmentation masks. Firstly, for an extensive performance analysis of
ifferent pooling filters, we used the histopathology image patches
ataset prepared by Oner et al. (2020) from the CAMELYON16 slides.
e formulated five different MIL tasks on this dataset (Section 6.1).

onsistent with our theoretical analysis, distribution-based pooling
ilters mostly outperformed their point estimate-based counterparts in
hese tasks. Secondly, we evaluated the performance of our model
ith a distribution pooling filter in the task of CAMELYON16 WSI

lassification task (Section 6.2). Our model had a better performance
han the models with point estimate-based pooling filters. Lastly, we
ested the performance of the ‘distribution’ pooling filter on the MNIST-
ags classification task of Ilse et al. (2018) and bag classification
ask on classical MIL datasets (Dietterich et al., 1997; Andrews et al.,
003) (Section 6.3 and Section 6.4). Our model mostly outperformed
tate-of-the-art MIL methods.

Hence, this paper has three main contributions:

1. We introduce the family of distribution-based pooling filters.
2

M

2. We theoretically analyzed different MIL pooling filters and
showed that distribution-based pooling filters are more expres-
sive than point estimate-based counterparts in terms of the
amount of information captured while obtaining bag-level rep-
resentations.

3. We experimentally showed that models with distribution-based
pooling filters have equal or better performance than those with
point estimate-based pooling filters in MIL tasks defined on
the lymph node metastases dataset and two other classical MIL
datasets.

. Related work

.1. Multiple instance learning

MIL was first introduced as a positive vs. negative bag classifica-
ion task for drug activity prediction (Dietterich et al., 1997; Maron
nd Lozano-Pérez, 1998). After that, different versions of MIL tasks
merged: unique class count prediction (Oner et al., 2020), multi-class
lassification (Feng and Zhou, 2017), multi-task classification (Yang
t al., 2016), or regression (Zhang et al., 2018). In order to solve
hese tasks, different MIL methods were derived with different assump-
ions (Gärtner et al., 2002; Zhang and Goldman, 2002; Chen et al.,
006; Foulds, 2008; Zhang and Zhou, 2009; Zhou et al., 2009; Ramon
nd De Raedt, 2000; Zhou and Zhang, 2002; Zhang and Zhou, 2004),
hich are reviewed in detail in Foulds and Frank (2010). Recently,

here has been a massive shift towards using neural networks in MIL to
xploit the power of deep learning (Wu et al., 2015; Wang et al., 2018).

.2. MIL pooling filters

Different MIL pooling filters are used to combine extracted features
f instances inside the bags, such as ‘max’ pooling (Wang et al., 2018;
u et al., 2015; Feng and Zhou, 2017), ‘mean’ pooling (Wang et al.,

018, 2019), or ‘log-sum-exp’ pooling (Ramon and De Raedt, 2000).
lthough these filters are widely used in the literature, there are new
inds of MIL pooling filters as well, such as ‘attention’ pooling (Pappas
nd Popescu-Belis, 2017; Ilse et al., 2018; Lee et al., 2019; Wang et al.,
019) or ‘sort’ pooling (Lu et al., 2015; Zhang et al., 2020).

.3. MIL in medical image analysis

Modeling an image as a bag of pixels or smaller patches and using
mage-level weak labels as the bag’s label at the absence of pixel-level
nnotations make MIL models attractive in image processing (Chen and
ang, 2004; Zhang et al., 2002; Tang et al., 2010). When we consider

he difficulty and cost of obtaining pixel-level annotations for medical
mages, MIL models becomes even more practical and useful since
hey help us exploit the readily available weak labels (Dundar et al.,
007; Quellec et al., 2017). Especially in processing gigapixel digital
istopathology images, MIL models have recently became a commonly
sed approach (Campanella et al., 2019; Tomita et al., 2019; Chikontwe
t al., 2020; Hashimoto et al., 2020; Li et al., 2021; Lu et al., 2021; Shao
t al., 2021; Myronenko et al., 2021; Zhang et al., 2022; Oner et al.,
022).

MIL models with different pooling filters are used in histopathology
mage analysis. An MIL model with a max pooling filter followed by a
ecurrent neural network was used to classify core needle biopsy slides
f prostate cancer in Campanella et al. (2019). This was the core of the
I product receiving first ever FDA approval in digital pathology. At-

ention pooling of Ilse et al. (2018) is another method commonly used
n MIL models for histopathology image analysis (Tomita et al., 2019;
ashimoto et al., 2020; Zhang et al., 2022; Lu et al., 2021). Attention-
ased pooling is also implemented using transformer architectures in

IL models (Myronenko et al., 2021; Shao et al., 2021). Most of the
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Fig. 1. Block diagram of MIL framework. Let X be a bag of patches (instances) cropped from an image and Y be the bag-level (image-level) label indicating if the bag (image)
contains any cancerous patch. For each patch 𝑥𝑖 ∈ 𝑋, the feature extractor module 𝜃feature extracts a feature vector 𝒇 𝑥𝑖 ∈  . Then, the MIL pooling filter module 𝜃filter aggregates
the extracted feature vectors and obtains a bag-level representation 𝒉𝑋 ∈ . Lastly, the bag-level representation transformation module 𝜃transform transforms bag-level representation
into predicted bag label 𝑌 ∈  . Note that labels of individual patches are not known.
MIL models use feature vectors of a WSI’s patches extracted using a pre-
trained model (Lu et al., 2021; Zhang et al., 2022; Shao et al., 2021).
However, some other techniques are also devised in the literature to
obtain better instance features. For example, Li et al. (2021) used
self-supervised contrastive learning to obtain better instance features.
Besides, they used image patches from different resolution levels of
slides to better capture spatial information within the slides. Simi-
larly, Hashimoto et al. (2020) successfully used multi-scale approach
in their MIL model with attention pooling. They also incorporated
an auxiliary loss component over instances in a bag to improve their
model’s performance. The auxiliary loss approach was successfully used
in Lu et al. (2021) and Chikontwe et al. (2020) as well. Different
than the MIL models using point estimate-based pooling filters, this
study introduces a new pooling method, namely distribution pooling,
to capture more information while obtaining bag-level representations
from instance features.

3. Multiple instance learning framework

In the MIL paradigm, the objective is to predict a bag label 𝑌 for
a given bag of instances 𝑋 ⊆ , where  is the instance space. Each
instance 𝑥𝑖 ∈ 𝑋 is endowed with an underlying label 𝑦𝑖 ∈ , where 
is the instance label space. However, instance labels are inaccessible
during training. The definition of the MIL task imposes the relation
between the bag label and instance labels. Note that although the
number of instances in each bag can be different in the real world, it
is treated as constant in this paper for clarity of notation. Nevertheless,
all the properties stated here are also valid for bags with a variable
number of instances.

Let  be a MIL dataset such that for each (𝑋, 𝑌 ) ∈ , 𝑋 =
{𝑥1, 𝑥2,… , 𝑥𝑁} ⊆  and 𝑌 ∈  , where 𝑁 is the number of instances
inside the bag and  is the bag label space. Given any pair (𝑋, 𝑌 ) ∈ ,
our objective is to predict bag label 𝑌 for bag 𝑋. We obtain predicted
bag label 𝑌 using a three-stage framework (Fig. 1).

The first stage is a feature extractor module 𝜃feature ∶  →  ,
where  is the feature space. For each 𝑥𝑖 ∈ 𝑋, it takes 𝑥𝑖 as input,
extracts 𝐽 features and outputs a feature vector: 𝒇𝑥𝑖 = 𝜃feature(𝑥𝑖) =
[𝑓 1

𝑥𝑖
, 𝑓 2

𝑥𝑖
,… , 𝑓𝐽

𝑥𝑖
] ∈  = R𝐽 where 𝑓 𝑗

𝑥𝑖 ∈ R is the 𝑗th feature value.
Let 𝑭𝑋 = [𝒇𝑥1 ,𝒇𝑥2 ,… ,𝒇𝑥𝑁 ] ∈ R𝐽𝑁 be feature matrix constructed
from extracted feature vectors such that 𝑖th column corresponds to 𝒇𝑥𝑖 .
The second stage is a MIL pooling filter module 𝜃filter ∶ R𝐽𝑁 → ,
where  is the bag-level representation space. It takes the feature
matrix 𝑭𝑋 and aggregates the extracted feature vectors to obtain a bag-
level representation: 𝒉𝑋 = 𝜃filter(𝑭𝑋 ) ∈  where  depends on 𝜃filter.
For example, ‘max’ pooling gets the maximum value of each feature
( = R𝐽 ) or ‘distribution’ pooling estimates the marginal feature
distributions ( is a distribution space). The last stage is a bag-level
representation transformation module 𝜃transform ∶  →  . It transforms
bag-level representation into predicted bag label: 𝑌 = 𝜃transform(𝒉𝑋 ).

We use neural networks to implement 𝜃feature and 𝜃transform so that
we can fully parameterize the learning process. For 𝜃filter, we use dif-
3

ferent filters, some of which (e.g., ‘attention’ and ‘distribution’ pooling
filter) also incorporate trainable components parameterized by neural
networks. Note that some filters (e.g., ‘mean’ and ‘max’ pooling) have
no trainable components. This system of neural networks is end-to-end
trainable.

3.1. MIL tasks

MIL paradigm in its most general form can be seen as a bag clas-
sification/regression problem. This generic problem can be formulated
as different types of MIL tasks. We introduce five of such tasks used in
our experiments. Given a bag 𝑋 = {𝑥1, 𝑥2,… , 𝑥𝑁}, the bag label 𝑌 is
defined as:

• Positive vs negative bag classification: 𝑌 = max𝑁𝑖=1 𝑦𝑖 ∈ {0, 1}
where 𝑦𝑖 ∈ {0, 1} is the label of instance 𝑥𝑖 ∈ 𝑋. The labels 0 and
1 correspond to ‘negative’ and ‘positive’, respectively. A bag is
‘negative’ if and only if all instances in the bag are ‘negative’; oth-
erwise, it is ‘positive’. Note that instance labels, {𝑦1, 𝑦2,… , 𝑦𝑁},
are inaccessible during training.

• Unique class count classification (Oner et al., 2020): 𝑌 =
|{𝑦1, 𝑦2,… , 𝑦𝑁}| ∈ {1, 2, ⋯, 𝐿} where 𝑦𝑖 ∈ {1, 2,… , 𝐿} is the
label of instance 𝑥𝑖 ∈ 𝑋.
Unique class count (ucc) is the number of unique classes among all
instances inside the bag 𝑋.
While the instance labels 1, 2, ⋯, 𝐿 correspond to ‘class1’, ‘class2’,
⋯, ‘classL’, respectively, the bag labels 1, 2, ⋯, 𝐿 correspond to
‘ucc1’, ‘ucc2’, ⋯, ‘uccL’, respectively.
Note that instance labels, {𝑦1, 𝑦2,… , 𝑦𝑁}, are inaccessible during
training.

• MIL multi-class classification: 𝑌 = [𝑌 1, 𝑌 2,… , 𝑌 𝐾 ] ∈ {0, 1}𝐾

where ∑𝐾
𝑘=1 𝑌

𝑘 = 1. Label vector 𝑌 is a one-hot vector consisting
of 𝐾 classes, i.e. the bag 𝑋 belongs to only one class (class 𝑘̄, 𝑘̄ ∈
{1, 2,… , 𝐾}) and only the value corresponding to that class is set
to 1 (𝑌 𝑘̄ = 1).

• MIL multi-task classification: 𝑌 = [𝑌 1, 𝑌 2,… , 𝑌 𝐾 ] ∈ {0, 1}𝐾 .
Label vector 𝑌 is a binary vector consisting of 𝐾 classes, which
may not be mutually exclusive. For example, if the bag 𝑋 belongs
to two classes (class 𝑘̄1 and class 𝑘̄2, 𝑘̄1, 𝑘̄2 ∈ {1, 2,… , 𝐾}), only
the values corresponding to those classes are set to 1 (𝑌 𝑘̄1 = 1 and
𝑌 𝑘̄2 = 1).

• Regression: 𝑌 ∈ R. This is a regression task in MIL form, in which
the bag 𝑋 has a real-valued bag-level label.

3.2. MIL pooling filters

A MIL pooling filter obtains a bag-level representation of a bag by
aggregating instance-level representations of all instances in the bag.
This paper groups MIL pooling filters into two types: point estimate-
based pooling filters (Section 3.2.1) and distribution-based pooling filters
(Section 4). The visual summary of pooling filters used in this study is

given in Fig. 2.
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Fig. 2. MIL pooling filters. Top: The feature matrix 𝑭𝑋 obtained from the bag
𝑋 = {𝑥1 , 𝑥2 , 𝑥3 , 𝑥4} contains 4 feature vectors 𝒇 𝑥1 ,𝒇 𝑥2 ,𝒇 𝑥3 and 𝒇 𝑥4 . Each feature vector
consists of 4 features highlighted with different colors. [𝑤𝑖] gives attention weights
for ‘attention’ pooling. 𝛼𝑖 = 1 and 𝛽𝑖 = 1

𝑁
∀𝑖 are parameters for ‘distribution’

ooling. Outputs of different MIL pooling filters are shown. Bottom: Obtaining marginal
eature distributions is shown. The Gaussian kernel for each extracted feature value is
llustrated with colored curves and previously accumulated kernels are shown in gray.
stimated feature distributions are obtained by employing Eq. (1). 𝐴 =

√

2𝜋𝜎2 and
= − 1

2𝜎2 .

.2.1. Point estimate-based pooling filters
Given feature vectors 𝒇𝑥𝑖 = {𝑓 1

𝑥𝑖
, 𝑓 2

𝑥𝑖
,… , 𝑓𝐽

𝑥𝑖
} ∈ R𝐽 for 𝑖 = 1, 2,… , 𝑁

obtained from a bag 𝑋 = {𝑥1, 𝑥2,… , 𝑥𝑁}, a point estimate-based pool-
ing filter aims to find a bag-level representation 𝒉𝑋 = [ℎ1𝑋 , ℎ

2
𝑋 ,… , ℎ𝐽𝑋 ] ∈

 = R𝐽 , where ℎ𝑗𝑋 ∈ R is the calculated point statistic of the 𝑗th
feature. For ‘max’, ‘mean’, and ‘attention’ pooling, the values ℎ𝑗𝑋 are:

• Max pooling: ℎ𝑗𝑋 = max𝑁𝑖=1 𝑓
𝑗
𝑥𝑖 ∀𝑗=1,2,…,𝐽 .

• Mean pooling: ℎ𝑗𝑋 = 1
𝑁

∑𝑁
𝑖=1 𝑓

𝑗
𝑥𝑖 ∀𝑗=1,2,…,𝐽 .

• Attention pooling (Ilse et al., 2018): ℎ𝑗𝑋 =
∑𝑁

𝑖=1 𝑤𝑖𝑓
𝑗
𝑥𝑖 ∀𝑗=1,2,…,𝐽 .

Each instance has an attention weight 𝑤𝑖 obtained from a neural
network module  such that 𝑤𝑖 =

exp{(𝒇𝑥𝑖 )}
∑𝑁

𝑡=1 exp{(𝒇𝑥𝑡 )}
∀𝑖=1,2,…,𝑁 . Note

that ∑𝑁
𝑖=1 𝑤𝑖 = 1.

This paper included ‘max’, ‘mean’, and ‘attention’ pooling as basic
point estimate-based pooling filters. However, most of the other point
estimate-based pooling filters in the literature can be written in terms
of these basic ones. For example, ‘sum’ pooling (Zaheer et al., 2017)
is the scaled version of ‘mean’ pooling by N; ‘exponential softmax’
pooling (Wang et al., 2019) is equivalent to ‘attention’ pooling with
attention network being ‘identity’ mapping; or ‘top-k instance’ pool-
ing (Li and Vasconcelos, 2015) is equivalent to ‘max’ pooling for k=1
and ‘mean’ pooling for k=N.

4. Distribution-based pooling filters

Point estimate-based pooling filters obtain bag-level representa-
tions by calculating point statistics of the extracted features, which
causes information loss. On the other hand, complete information can
be captured by estimating the joint distribution of all extracted fea-
tures. However, it is computationally intractable. This paper introduces
distribution-based pooling filters that obtain a bag-level representa-
tion by estimating marginal feature distributions to capture as much
4

information as possible.
Given feature vectors 𝒇𝑥𝑖 = {𝑓 1
𝑥𝑖
, 𝑓 2

𝑥𝑖
,… , 𝑓𝐽

𝑥𝑖
} ∈ R𝐽 for 𝑖 = 1, 2,… , 𝑁

obtained from a bag 𝑋 = {𝑥1, 𝑥2,… , 𝑥𝑁}, a distribution-based pooling
filter aims to find a bag-level representation 𝒉𝑋 = [𝑝̃1𝑋 , 𝑝̃2𝑋 , ⋯, 𝑝̃𝐽𝑋] ∈

= P𝐽 , where P is the set of all marginal distributions and 𝑝̃𝑗𝑋 ∈ P
s the estimated marginal distribution of the 𝑗th feature. 𝑝̃𝑗𝑋 ∶ R →
+ ∪ {0} is calculated using kernel density estimation (Parzen, 1962),
hich employs a Gaussian kernel with standard deviation 𝜎 (Eq. (1) and
ig. 2). Note that Eq. (1) defines a family of distribution-based pooling
ilters, and the method employed in Oner et al. (2020) is a member
f this family with 𝛼𝑖 = 1 and 𝛽𝑖 = 1

𝑁 ∀𝑖. Different than the method
mployed in Oner et al. (2020), this study incorporates coefficients of 𝛼𝑖
nd 𝛽𝑖 into distribution pooling process. These coefficients are obtained
sing attention-based neural networks and learned during training.
oreover, this study presents a comprehensive theoretical analysis of

istribution-based pooling filters.

𝑝̃𝑗𝑋 (𝑣) =
𝑁
∑

𝑖=1
𝛽𝑖

1
√

2𝜋𝜎2
𝑒−

1
2𝜎2

(

𝑣−𝛼𝑖𝑓
𝑗
𝑥𝑖

)2

∀𝑗=1,2,…,𝐽 (1)

Each instance 𝑥𝑖 ∈ 𝑋 has a feature weight 𝛼𝑖 = 𝛼(𝒇𝑥𝑖 ) ∀𝑖=1,2,…,𝑁

and a kernel weight 𝛽𝑖 =
exp{𝛽 (𝒇𝑥𝑖 )}

∑𝑁
𝑡=1 exp{𝛽 (𝒇𝑥𝑡 )}

∀𝑖=1,2,…,𝑁 , where 𝛼 and 𝛽

are attention-based neural networks. These two weights control both
the support and shape of the estimated marginal distribution. While
𝛼𝑖 affects the support of marginal distribution by shifting the position
of the Gaussian kernel, 𝛽𝑖 affects the value of density function at that
specific kernel position. Using proper attention weights, distribution-
based pooling filters can prioritize some of the instances inside a bag,
which is essential if all instances in the bag do not contribute equally
to the bag label. For example, even one ‘positive’ instance makes a
bag ‘positive’ in the positive vs. negative bag classification task (see
Section 3.1). A distribution-based pooling filter can easily capture this
instance while obtaining the bag-level representation.

Another notable advantage of distribution-based pooling filters is
that they enable the 𝜃transform module to fully utilize the information
inside the distributions rather than looking at the point estimates as
in ‘max’, ‘mean’, and ‘attention’ pooling. Besides, the point estimates
obtained by point estimate-based pooling filters, in principle, can be
fully recovered from the estimated marginal distributions obtained by
distribution-based pooling filters (see Section 5).

5. Theoretical analysis of MIL pooling filters

This section is reserved to theoretically show that distribution-based
pooling filters are more expressive than their point estimate-based
counterparts in terms of the amount of information captured.

First, we need to introduce two lemmas used to prove the proposi-
tions.

Lemma 1. Given two sets 𝑅 = {𝑟𝑖|𝑟𝑖 ∈ R, 𝑖 = 1, 2,… , 𝑁𝑅} and
𝑆 = {𝑠𝑗 |𝑠𝑗 ∈ R, 𝑗 = 1, 2,… , 𝑁𝑆}. Let 𝑞𝑅(𝑣) =

∑𝑁𝑅
𝑖=1 𝑒

− 1
2𝜎2

(𝑣−𝑟𝑖)2 and

𝑞𝑆 (𝑣) =
∑𝑁𝑆

𝑗=1 𝑒
− 1

2𝜎2
(

𝑣−𝑠𝑗
)2

where 0 < 𝜎 < ∞. If all 𝑟𝑖 and 𝑠𝑗 are different
(i.e. 𝑟𝑖 ≠ 𝑠𝑗∀𝑖,𝑗), then ∃𝑣 ∈ R 𝑞𝑅(𝑣) ≠ 𝑞𝑆 (𝑣).

Proof. Prove by contradiction.
(i) Suppose, for the sake of contradiction, that 𝑞𝑅(𝑣) = 𝑞𝑆 (𝑣) ∀𝑣. Let

𝑍 = 𝑅 ∪ 𝑆 = {𝑟1, 𝑟2,… , 𝑟𝑁𝑅
, 𝑠1, 𝑠2,… , 𝑠𝑁𝑆

} = {𝑧1, 𝑧2,… , 𝑧𝑁𝑍
} where

𝑁𝑍 = 𝑁𝑅 +𝑁𝑆 .

Let 𝜱 = [𝛷𝑢1𝑢2 ] where 𝛷𝑢1𝑢2 = 𝑒−
1

2𝜎2

(

𝑧𝑢1−𝑧𝑢2
)2

∀𝑢1 ,𝑢2 . Then,

𝜱

⎡

⎢

⎢

⎢

⎢

⎢

⎢

1
⋮
1
−1
⋮

⎤

⎥

⎥

⎥

⎥

⎥

⎥

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑞𝑅(𝑧1) − 𝑞𝑆 (𝑧1)
𝑞𝑅(𝑧2) − 𝑞𝑆 (𝑧2)

⋮
𝑞𝑅(𝑧𝑁𝑍

) − 𝑞𝑆 (𝑧𝑁𝑍
)

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

0
0
⋮
0

⎤

⎥

⎥

⎥

⎥

⎦

⎣−1⎦
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This means that 𝜱 is of rank < 𝑁𝑍 . Hence, 𝜱 has no inverse.
(ii) However, 𝛷𝑢1𝑢2 is in the form of a Gaussian kernel, which

is a positive definite radial basis function (Schaback, 2007), and all
data points constituting 𝜱 are different from each other (i.e. 𝑧𝑢1 ≠
𝑧𝑢2 ∀𝑢1≠𝑢2 ). Therefore, 𝜱 is a positive definite matrix and invert-
ble (Schoenberg, 1938; Micchelli, 1986; Buhmann, 2010).
Hence, there is a contradiction between (i) and (ii), so ∃𝑣 ∈ R

𝑞𝑅(𝑣) ≠ 𝑞𝑆 (𝑣). ■

Lemma 2. Given two sets 𝑅 = {𝑟𝑖|𝑟𝑖 ∈ R, 𝑖 = 1, 2,… , 𝑁𝑅} and
𝑆 = {𝑠𝑗 |𝑠𝑗 ∈ R, 𝑗 = 1, 2,… , 𝑁𝑆}. Let 𝑞𝑅(𝑣) =

∑𝑁𝑅
𝑖=1 𝑒

− 1
2𝜎2

(𝑣−𝑟𝑖)2 and

𝑆 (𝑣) =
∑𝑁𝑆

𝑗=1 𝑒
− 1

2𝜎2
(

𝑣−𝑠𝑗
)2

where 0 < 𝜎 < ∞. If 𝑅 ≠ 𝑆, then ∃𝑣 ∈ R
𝑞𝑅(𝑣) ≠ 𝑞𝑆 (𝑣).

Proof. We can write 𝑅 = 𝑅𝑖𝑛𝑡𝑒𝑟 ∪ 𝑅𝑑𝑖𝑓𝑓 and 𝑆 = 𝑆𝑖𝑛𝑡𝑒𝑟 ∪ 𝑆𝑑𝑖𝑓𝑓 where
𝑅𝑖𝑛𝑡𝑒𝑟 = 𝑆𝑖𝑛𝑡𝑒𝑟 = 𝑅 ∩ 𝑆, 𝑅𝑑𝑖𝑓𝑓 = 𝑅 − 𝑆 and 𝑆𝑑𝑖𝑓𝑓 = 𝑆 − 𝑅. Then,

𝑞𝑅(𝑣) =
∑

𝑟∈𝑅𝑖𝑛𝑡𝑒𝑟

𝑒−
1

2𝜎2
(𝑣−𝑟)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑞𝑅𝑖𝑛𝑡𝑒𝑟 (𝑣)

+
∑

𝑟∈𝑅𝑑𝑖𝑓𝑓

𝑒−
1

2𝜎2
(𝑣−𝑟)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑞𝑅𝑑𝑖𝑓𝑓 (𝑣)

= 𝑞𝑅𝑖𝑛𝑡𝑒𝑟
(𝑣) + 𝑞𝑅𝑑𝑖𝑓𝑓

(𝑣)

𝑞𝑆 (𝑣) =
∑

𝑠∈𝑆𝑖𝑛𝑡𝑒𝑟

𝑒−
1

2𝜎2
(𝑣−𝑠)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑞𝑆𝑖𝑛𝑡𝑒𝑟 (𝑣)

+
∑

𝑠∈𝑆𝑑𝑖𝑓𝑓

𝑒−
1

2𝜎2
(𝑣−𝑠)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑞𝑆𝑖𝑛𝑡𝑒𝑟 (𝑣)

= 𝑞𝑆𝑖𝑛𝑡𝑒𝑟
(𝑣) + 𝑞𝑆𝑑𝑖𝑓𝑓

(𝑣)

(i) 𝑅𝑖𝑛𝑡𝑒𝑟 = 𝑆𝑖𝑛𝑡𝑒𝑟, so 𝑞𝑅𝑖𝑛𝑡𝑒𝑟
(𝑣) = 𝑞𝑆𝑖𝑛𝑡𝑒𝑟

(𝑣) ∀𝑣.
(ii) Condition of lemma: 𝑅 ≠ 𝑆, so 𝑅𝑑𝑖𝑓𝑓 ∪ 𝑆𝑑𝑖𝑓𝑓 ≠ ∅ and

𝑑𝑖𝑓𝑓∩𝑆𝑑𝑖𝑓𝑓 = ∅. Therefore, from Lemma 1 ∃𝑣 ∈ R 𝑞𝑅𝑑𝑖𝑓𝑓
(𝑣) ≠ 𝑞𝑆𝑑𝑖𝑓𝑓

(𝑣).
Hence, from (i) and (ii) ∃𝑣 ∈ R 𝑞𝑅(𝑣) ≠ 𝑞𝑆 (𝑣). ■

By Lemmas 1 and 2, we are ready to state and prove our actual
ropositions.

roposition 1. Given two feature matrices obtained from bags 𝑋 =
𝑥1, 𝑥2,… , 𝑥𝑁} and 𝑍 = {𝑧1, 𝑧2,… , 𝑧𝑁};

• 𝑭𝑋 = [𝑓 𝑗
𝑥𝑖 |𝑓

𝑗
𝑥𝑖 ∈ R, 𝑓 𝑗

𝑥𝑖 ≠ 𝑓 𝑗
𝑥𝑢 ∀𝑖≠𝑢, 𝑖, 𝑢 = 1, 2,… , 𝑁 and 𝑗 =

1, 2,… , 𝐽 ]
• 𝑭𝑍 = [𝑓 𝑗

𝑧𝑖 |𝑓
𝑗
𝑧𝑖 ∈ R, 𝑓 𝑗

𝑧𝑖 ≠ 𝑓 𝑗
𝑧𝑢 ∀𝑖≠𝑢, 𝑖, 𝑢 = 1, 2,… , 𝑁 and 𝑗 =

1, 2,… , 𝐽 ]

nd two pooling filters; ‘max’ pooling filter 𝜃𝑚𝑎𝑥filter and ‘distribution’ pooling
ilter 𝜃𝑑𝑖𝑠𝑡filter with 𝛼𝑖 = 1 and 𝛽𝑖 =

1
𝑁 ∀𝑖. Let 𝑚𝑎𝑥𝒉𝑋 and 𝑚𝑎𝑥𝒉𝑍 be bag level

epresentations obtained by 𝜃𝑚𝑎𝑥filter from 𝑭𝑋 and 𝑭𝑍 , respectively. Similarly,
let 𝑑𝑖𝑠𝑡𝒉𝑋 and 𝑑𝑖𝑠𝑡𝒉𝑍 be bag level representations obtained by 𝜃𝑑𝑖𝑠𝑡filter from 𝑭𝑋
and 𝑭𝑍 , respectively. If 𝑚𝑎𝑥𝒉𝑋 ≠ 𝑚𝑎𝑥𝒉𝑍 , then 𝑑𝑖𝑠𝑡𝒉𝑋 ≠ 𝑑𝑖𝑠𝑡𝒉𝑍 .

Proof. Let 𝑭 𝑗
𝑋 and 𝑭 𝑗

𝑍 be 𝑗th feature sets for bags 𝑋 and 𝑍 such that
𝑭 𝑗

𝑋 = {𝑓 𝑗
𝑥1 , 𝑓

𝑗
𝑥2 ,… , 𝑓 𝑗

𝑥𝑁 } and 𝑭 𝑗
𝑍 = {𝑓 𝑗

𝑧1 , 𝑓
𝑗
𝑧2 ,… , 𝑓 𝑗

𝑧𝑁 }.
(i) For 𝜃𝑚𝑎𝑥filter, bag level representations: 𝑚𝑎𝑥𝒉𝑋 = [𝑚𝑎𝑥ℎ1𝑋 , 𝑚𝑎𝑥ℎ2𝑋 ,… ,

𝑚𝑎𝑥ℎ𝐽𝑋 ] where 𝑚𝑎𝑥ℎ
𝑗
𝑋 = max𝑁𝑖=1 𝑓

𝑗
𝑥𝑖 ∀𝑗=1,2,…,𝐽 𝑚𝑎𝑥𝒉𝑍 = [𝑚𝑎𝑥ℎ1𝑍 , 𝑚𝑎𝑥ℎ2𝑍 ,… ,

𝑚𝑎𝑥ℎ𝐽𝑍 ] where 𝑚𝑎𝑥ℎ
𝑗
𝑍 = max𝑁𝑖=1 𝑓

𝑗
𝑧𝑖 ∀𝑗=1,2,…,𝐽

Condition of proposition: 𝑚𝑎𝑥𝒉𝑋 ≠ 𝑚𝑎𝑥𝒉𝑍 , so ∃𝑗 𝑚𝑎𝑥ℎ
𝑗
𝑋 ≠ 𝑚𝑎𝑥ℎ

𝑗
𝑍 .

Thus, ∃𝑗 𝑭 𝑗
𝑋 ≠ 𝑭 𝑗

𝑍 .
(ii) For 𝜃𝑑𝑖𝑠𝑡filter, 𝛼𝑖 = 1 and 𝛽𝑖 =

1
𝑁 ∀𝑖. Then bag level representations:

𝑖𝑠𝑡𝒉𝑋 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑝̃1𝑋 (𝑣)
⋮

𝑝̃𝑗𝑋 (𝑣)
⋮

𝑝̃𝐽𝑋 (𝑣)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

where 𝑝̃𝑗𝑋 (𝑣) =
1
𝑁

𝑁
∑

𝑖=1

1
√

2𝜋𝜎2
𝑒−

1
2𝜎2

(

𝑣−𝑓 𝑗
𝑥𝑖

)2

∀𝑗=1,2,…,𝐽

𝑖𝑠𝑡𝒉𝑍 =

⎡

⎢

⎢

⎢

⎢

⎢

𝑝̃1𝑍 (𝑣)
⋮

𝑝̃𝑗𝑍 (𝑣)
⋮

𝐽

⎤

⎥

⎥

⎥

⎥

⎥

where 𝑝̃𝑗𝑍 (𝑣) =
1
𝑁

𝑁
∑

𝑖=1

1
√

2𝜋𝜎2
𝑒−

1
2𝜎2

(

𝑣−𝑓 𝑗
𝑧𝑖

)2

∀𝑗=1,2,…,𝐽
5

⎣𝑝̃𝑍 (𝑣)⎦
We can also re-write 𝑝̃𝑗𝑋 (𝑣) and 𝑝̃𝑗𝑍 (𝑣) as 𝑝̃𝑗𝑋 (𝑣) = 1
𝑁

1
√

2𝜋𝜎2
∑

𝑟∈𝑭 𝑗
𝑋

𝑒−
1

2𝜎2
(𝑣−𝑟)2 and 𝑝̃𝑗𝑍 (𝑣) =

1
𝑁

1
√

2𝜋𝜎2
∑

𝑠∈𝑭 𝑗
𝑍
𝑒−

1
2𝜎2

(𝑣−𝑠)2 , respectively.

From (i) and (ii): We know that ∃𝑗 𝑭 𝑗
𝑋 ≠ 𝑭 𝑗

𝑍 , so by using Lemma 2
∃𝑗 ∃𝑣 𝑝̃𝑗𝑋 (𝑣) ≠ 𝑝̃𝑗𝑍 (𝑣).

Hence, since ∃𝑗 ∃𝑣 𝑝̃𝑗𝑋 (𝑣) ≠ 𝑝̃𝑗𝑍 (𝑣), 𝑑𝑖𝑠𝑡𝒉𝑋 ≠ 𝑑𝑖𝑠𝑡𝒉𝑍 . ■

The Proposition 1 shows that given two feature matrices, if the
max’ pooling filter produces two different representations, so does
he ‘distribution’ pooling filter. For example, given two bags from
ifferent classes and the corresponding feature matrices satisfying the
onditions of Proposition 1, if the ‘max’ pooling filter discriminates
wo bags, i.e., produces two different bag-level representations, the
distribution’ pooling filter also discriminates them. However, the con-
erse of Proposition 1 is not valid. Obtaining two different bag-level
epresentations by the ‘distribution’ pooling filter does not guarantee
btaining different representations by the ‘max’ pooling filter since
he feature matrices may still have the same maximum feature values
or both of the bags. There are cases where the ‘distribution’ pooling
ilter discriminates two bags; however, the ‘max’ pooling filter cannot.
ence, we conclude that the ‘distribution’ pooling filter is more expres-

ive than the ‘max’ pooling filter in terms of the amount of information
aptured in bag-level representations.

roposition 2. Given a feature matrix 𝑭𝑋 = [𝑓 𝑗
𝑥𝑖 |𝑓

𝑗
𝑥𝑖 ∈ R, 𝑖 =

, 2,… , 𝑁 and 𝑗 = 1, 2,… , 𝐽 ] obtained from a bag 𝑋 = {𝑥1, 𝑥2,… , 𝑥𝑁},
mean’ pooling filter 𝜃𝑚𝑒𝑎𝑛filter and ‘distribution’ pooling filter 𝜃𝑑𝑖𝑠𝑡filter with 𝛼𝑖 = 1
nd 𝛽𝑖 = 1

𝑁 ∀𝑖. Let 𝑚𝑒𝑎𝑛𝒉𝑋 = [𝑚𝑒𝑎𝑛ℎ1𝑋 , 𝑚𝑒𝑎𝑛ℎ2𝑋 , ⋯, 𝑚𝑒𝑎𝑛ℎ𝐽𝑋] and
𝑑𝑖𝑠𝑡𝒉𝑋 = [𝑝̃1𝑋 , 𝑝̃

2
𝑋 ,… , 𝑝̃𝐽𝑋 ] be bag level representations obtained from 𝑭𝑋

by 𝜃𝑚𝑒𝑎𝑛filter and 𝜃𝑑𝑖𝑠𝑡filter , respectively. Then, 𝑚𝑒𝑎𝑛ℎ
𝑗
𝑋 = E[𝑉 𝑗 ] ∀𝑗=1,2,…,𝐽 where

𝑉 𝑗 ∼ 𝑝̃𝑗𝑋 .

Proof. (i) For 𝜃𝑚𝑒𝑎𝑛filter , bag level representation: 𝑚𝑒𝑎𝑛𝒉𝑋 = [𝑚𝑒𝑎𝑛ℎ1𝑋 , 𝑚𝑒𝑎𝑛ℎ2𝑋 ,
… , 𝑚𝑒𝑎𝑛ℎ𝐽𝑋 ] where 𝑚𝑒𝑎𝑛ℎ

𝑗
𝑋 = 1

𝑁
∑𝑁

𝑖=1 𝑓
𝑗
𝑥𝑖 ∀𝑗=1,2,…,𝐽

(ii) For 𝜃𝑑𝑖𝑠𝑡filter, 𝛼𝑖 = 1 and 𝛽𝑖 =
1
𝑁 ∀𝑖. Then bag level representation:

𝑑𝑖𝑠𝑡𝒉𝑋 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑝̃1𝑋 (𝑣)
⋮

𝑝̃𝑗𝑋 (𝑣)
⋮

𝑝̃𝐽𝑋 (𝑣)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

where 𝑝̃𝑗𝑋 (𝑣) =
1
𝑁

𝑁
∑

𝑖=1

1
√

2𝜋𝜎2
𝑒−

1
2𝜎2

(

𝑣−𝑓 𝑗
𝑥𝑖

)2

∀𝑗=1,2,…,𝐽

From (i) and (ii): by using definition of expected value:

𝑚𝑒𝑎𝑛ℎ
𝑗
𝑋 = ∫ 𝑣𝑝̃𝑗𝑋 (𝑣)𝑑𝑣 ∀𝑗=1,2,…,𝐽

Hence, 𝑚𝑒𝑎𝑛ℎ
𝑗
𝑋 = E[𝑉 𝑗 ] ∀𝑗=1,2,…,𝐽 where 𝑉 𝑗 ∼ 𝑝̃𝑗𝑋 . ■

The Proposition 2 proves that given a feature matrix, representation
btained by the ‘mean’ pooling filter can be fully recovered from
epresentation obtained by the ‘distribution’ pooling filter.

roposition 3. Given a feature matrix 𝑭𝑋 = [𝑓 𝑗
𝑥𝑖 |𝑓

𝑗
𝑥𝑖 ∈ R, 𝑖 =

, 2,… , 𝑁 and 𝑗 = 1, 2,… , 𝐽 ] obtained from a bag 𝑋 = {𝑥1, 𝑥2,… , 𝑥𝑁},
attention’ pooling filter 𝜃𝑎𝑡𝑡filter with attention weights 𝑤𝑖 > 0 ∀𝑖,

∑𝑁
𝑖=1 𝑤𝑖 = 1

nd ‘distribution’ pooling filter 𝜃𝑑𝑖𝑠𝑡filter . Let 𝑎𝑡𝑡𝒉𝑋 = [𝑎𝑡𝑡ℎ1𝑋 , 𝑎𝑡𝑡ℎ2𝑋 , ⋯, 𝑎𝑡𝑡ℎ𝐽𝑋]
e bag level representation obtained from 𝑭𝑋 by 𝜃𝑎𝑡𝑡filter. If attention weights
re accessible, then 𝑎𝑡𝑡ℎ

𝑗
𝑋 = 𝑁 × E[𝑉 𝑗 ] ∀𝑗=1,2,…,𝐽 where 𝑉 𝑗 ∼ 𝑝̃𝑗𝑋 and

𝑖𝑠𝑡𝒉𝑋 = [𝑝̃1𝑋 , 𝑝̃
2
𝑋 ,… , 𝑝̃𝐽𝑋 ] is the bag level representation obtained by 𝜃𝑑𝑖𝑠𝑡filter

ith 𝛼𝑖 = 𝑤𝑖 and 𝛽𝑖 =
1
𝑁 ∀𝑖.

Proof. (i) For 𝜃𝑎𝑡𝑡filter, bag level representation: 𝑎𝑡𝑡𝒉𝑋 = [𝑎𝑡𝑡ℎ1𝑋 , 𝑎𝑡𝑡ℎ2𝑋 ,… ,

𝑎𝑡𝑡ℎ𝐽𝑋 ] 𝑎𝑡𝑡ℎ
𝑗
𝑋 =

∑𝑁
𝑖=1 𝑤𝑖𝑓

𝑗
𝑥𝑖 ∀𝑗 where attention weight 𝑤𝑖 > 0 ∀𝑖 and

∑𝑁
𝑖=1 𝑤𝑖 = 1

We can re-write 𝑎𝑡𝑡ℎ
𝑗
𝑋 as: 𝑎𝑡𝑡ℎ

𝑗
𝑋 = 𝑁 × 1

𝑁
∑𝑁

𝑖=1 𝑤𝑖𝑓
𝑗
𝑥𝑖 ∀𝑗

Now it is nothing but ‘mean’ pooling of weighted features multiplied
with a scalar, so we can use Proposition 2.
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Table 1
MIL tasks are summarized by bag labels for each kind of image and loss functions used during training. For example, in the +ve/-ve bag
classification task, bag labels are 2-bit one-hot vectors such that ‘10’: -ve bag (fully normal image) and ‘01’: +ve bag (fully metastases or
boundary image). Images are shown at the bottom.

bag label (Y)

+ve/-ve ucc 3-class 2-task % metastases
(one-hot) (one-hot) (one-hot) (binary) (real-valued)

Fully normal 10 10 100 1,0 0.0
Fully metastases 01 10 010 0,1 1.0
Boundary 01 01 001 1,1 0.0 < Y < 1.0

Loss CCE CCE CCE BCE L1

CCE: Categorical Cross Entropy (PyTorch, 2020b), BCE: Binary Cross Entropy (PyTorch, 2020a)

Fully normal Fully metastases Boundary
(ii) For 𝜃𝑑𝑖𝑠𝑡filter, 𝛼𝑖 = 𝑤𝑖 and 𝛽𝑖 =
1
𝑁 ∀𝑖. Then bag level representation:

𝑑𝑖𝑠𝑡𝒉𝑋 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑝̃1𝑋 (𝑣)
⋮

𝑝̃𝑗𝑋 (𝑣)
⋮

𝑝̃𝐽𝑋 (𝑣)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

where 𝑝̃𝑗𝑋 (𝑣) =
1
𝑁

𝑁
∑

𝑖=1

1
√

2𝜋𝜎2
𝑒−

1
2𝜎2

(

𝑣−𝑤𝑖𝑓
𝑗
𝑥𝑖

)2

∀𝑗=1,2,…,𝐽

From (i) and (ii): by using definition of expected value:

𝑎𝑡𝑡ℎ
𝑗
𝑋 = 𝑁 ∫ 𝑣𝑝̃𝑗𝑋 (𝑣)𝑑𝑣 ∀𝑗=1,2,…,𝐽

Hence, 𝑎𝑡𝑡ℎ
𝑗
𝑋 = 𝑁 × E[𝑉 𝑗 ] ∀𝑗=1,2,…,𝐽 where 𝑉 𝑗 ∼ 𝑝̃𝑗𝑋 . ■

Similar to Proposition 2, Proposition 3 proves that given a feature
matrix, representation obtained by the ‘attention’ pooling filter (given
attention weights are accessible) can be fully recovered from represen-
tation obtained by the ‘distribution’ pooling filter. Propositions 2 and 3
show that the representation obtained by the ‘distribution’ pooling filter
already contains the information inside the representations obtained
by the ‘mean’ and ‘attention’ pooling filters. However, the opposite is
not true since the representation obtained by the ‘distribution’ pooling
filter cannot be recovered from the representations obtained by point
estimate-based pooling filters.

Hence, we conclude that distribution-based pooling filters are more
expressive than point estimate-based pooling filters in terms of the
amount of information contained inside bag-level representations. Note
that bag-level representations containing more information help im-
prove the model’s performance.

6. Experimental analysis of MIL pooling filters

This study analyzed performances of MIL models with different
pooling filters in distinct tasks: (i) five MIL tasks formulated on a digital
histopathology image patches dataset, (ii) cancer vs. normal whole slide
image classification, (iii) MNIST-bags classification, and (iv) positive vs.
negative bag classification on classical MIL datasets.
6

6.1. MIL tasks on a histopathology image patches dataset

This experiment investigates the effect of MIL pooling filters on the
performance of a MIL model in a real-world MIL task. We designed
a neural network-based MIL framework with the same structure in
Section 3. We used ResNet18 (He et al., 2016) architecture without
batch normalization as feature extractor module, 𝜃feature, and a three-
layer multi-layer-perceptron as bag-level representation transformation
module, 𝜃transform. We tested this framework with four different MIL
pooling filters as 𝜃filter modules on five different MIL tasks formulated on
the lymph node metastases dataset. Hence, we had 20 different models
sharing the same architecture in the 𝜃feature module. Note that the code
was made publicly available at: https://github.com/onermustafaumit/
mil_pooling_filters.

The lymph node metastases dataset is adapted from Oner et al.
(2020) and has the training, validation, and test sets (see Appendix A.1
for details). The dataset consists of images cropped from histopathology
slides of lymph node sections (Bejnordi et al., 2017), and it has corre-
sponding ground-truth metastases segmentation masks. There are three
types of images in this dataset: fully normal - all cells are normal, fully
metastases - all cells are metastases and boundary - a mixture of normal
and metastases cells. Similar to Section 3.1, we formulated five different
MIL tasks on this dataset: positive vs. negative bag classification (+ve/-
ve: predict whether an image contains metastases cells or not); unique class
count prediction (ucc: predict how many types of cells exist in an image);
multi-class classification (3-class: predict whether an image is fully normal,
fully metastases or boundary); multi-task classification (2-task: 1st task —
predict whether an image contains normal cells or not, 2nd task — predict
whether an image contains metastases cells or not); and regression (%
metastases: predict percentage of metastases pixels inside an image). The
formulated tasks are closely related to the clinical tasks. For example,
unique class count prediction can help us obtain segmentation masks
without requiring pixel-level annotations from pathologists (Oner et al.,
2020), and percent metastases prediction is very similar to tumor purity
prediction used in sample selection for genomic sequencing (Oner et al.,
2022).

Table 1 summarizes the tasks by bag labels for each kind of image
and loss functions used during training. Example images are also shown
at the bottom of the table.

https://github.com/onermustafaumit/mil_pooling_filters
https://github.com/onermustafaumit/mil_pooling_filters
https://github.com/onermustafaumit/mil_pooling_filters
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Table 2
Top: MIL models’ performance on the test set in five different MIL tasks formulated on the lymph node metastases dataset. Bottom: Pairwise
statistical test results as color-coded maps obtained by thresholding p-values at different significance levels. Best models are highlighted in bold.

+ve/-ve ucc 3-class 2-task (accuracy) % metastases

(accuracy) (accuracy) (accuracy) normal (N) metastases (M) (absolute error)

distribution 0.8995 0.8832 0.7840 0.9144 0.8696 0.1558
mean 0.8139 0.6413 0.6780 0.8913 0.8438 0.2426
attention 0.8804 0.6957 0.7188 0.8927 0.8614 0.3264
max 0.7636 0.7582 0.6712 0.8356 0.8111 0.2223
Fig. 3. (a) The number of trainable parameters and (b) inference runtime for models with different pooling filters in distinct MIL tasks. Different colors represent the pooling
filter used in the models. In the box plots, whiskers show 5th and 95th percentiles, and red lines show median values.
6.1.1. Performance analysis
On each task, we trained four different models with MIL pooling

filters defined in Section 3.2, namely ‘max’, ‘mean’, ‘attention’, and
‘distribution’ pooling. Each model was randomly initialized and trained
end-to-end with early-stopping criteria on validation set performance.
Once we obtained the best models, we checked the models’ perfor-
mance on the hold-out test set (see Appendix A.2 for details). The
results are summarized in Table 2 together with used performance
metrics for each task. Note that we presented the performances of two
tasks separately for multi-task setup.

Furthermore, we have conducted statistical tests for comparing the
performance of different models in each task. For classification tasks,
we used McNemar’s test (Everitt, 1977) since all the models were
trained on the same training set and tested on the same hold-out test set
as suggested in Dietterich (1998). On the other hand, we used paired t-
test (Hsu and Lachenbruch, 2005) on the absolute error values obtained
for each sample in the test set to compare models in the regression task.
Results of the pairwise statistical tests for each task are also presented
at the bottom of Table 2 as color-coded maps obtained by thresholding
p-values at different significance levels.

We observed that consistent with our theoretical analysis, models
with the ‘distribution’ pooling filter perform the best in all MIL tasks
except positive vs. negative bag classification and metastases task of
multi-task classification. Models with the ‘distribution’ and ‘attention’
pooling filters perform on par in these tasks. Furthermore, we noticed
that the performances of models with different point estimate-based
pooling filters are different. Among the models with point estimate-
based pooling filters, while the models with the ‘max’ pooling filter give
the best results in the unique class count classification and regression
tasks, the models with the ‘attention’ pooling filter perform the best in
the others.

In short, results in our experimental analysis show that models
with the ‘distribution’ pooling filter outperform the models with point
estimate-based pooling filters. Moreover, these results are in accor-
dance with our propositions in the theoretical analysis part and support
them.
7

6.1.2. The number of parameters and runtime analysis
We compared the number of trainable parameters in models with

different pooling filters in distinct MIL tasks (Fig. 3(a) and
Appendix A.3). The models with a point estimate-based pooling filter
and a distribution pooling filter, respectively, had ≈ 1.119 × 107 and
≈ 1.128 × 107 parameters. The majority of the parameters (≈ 1.118 ×
107) were in the feature extractor module, common in all models.
The difference (≈ 9.0 × 104) was due to additional parameters in the
representation transformation module (≈ 8.1×104) and the distribution
pooling filter (≈ 9.0 × 103). However, this difference was less than 1%
of the total number of parameters. Note that attention pooling also has
trainable parameters (≈ 4.5 × 103).

Similarly, we compared the inference runtime of the models. For
each model, we collected the inference runtime for 500 batches with
32 bags. Fig. 3(b) presents the results as box plots. The models with a
distribution pooling filter took slightly longer (≈ 0.5 ms) to complete
inference since the networks were slightly bigger. Nevertheless, the
difference was less than 0.5% of the median runtime.

Hence, distribution-based pooling filters incurred additional mem-
ory and computation costs, which were negligible compared to overall
network capacity and runtime. On the other hand, distribution-based
pooling filters provided MIL models with a significant performance
improvement in almost all MIL tasks.

6.2. CAMELYON16 WSI classification

A histopathology image, i.e., a whole slide image, is a gigapixel
image that patch-based deep learning models cannot process. Besides,
most WSIs do not have pixel-level annotations required by patch-
based models. On the other hand, weak labels indicating coarse-level
(slide-level or sample-level) properties can easily be obtained from
different sources, like pathology reports and electronic health records.
Recently, the importance of exploiting weak labels in cancer research
have been recognized, and MIL-based deep learning models have been
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Table 3
WSI classification performance on the CAMELYON16 test set. The area under the
receiver operating characteristics curve (AUROC) is used as the performance metric and
presented as mean ± std obtained over multiple runs for each method. Other methods’
erformance values are collected from (Zhang et al., 2022). We get FLOPS and model
ize for our model using the flop counting tool of the fvcore library (MetaResearch,
023). The top accommodates the performance of models with basic MIL pooling filters

used for obtaining bag-level representations. The bottom accommodates the performance
of MIL methods that devise some techniques to improve instance-level or bag-level
representations rather than new MIL pooling filters. They mostly use ‘attention-based’
pooling. However, they can also benefit from distribution pooling.

Method AUROC FLOPS Model Size

Max 0.854 ± 0.038 62.4 M 524.3 K
Mean 0.528 ± 0.010 62.4 M 524.3 K
Attention (Ilse et al., 2018) 0.854 ± 0.006 78.1 M 655.3 K
Distribution (ours) 0.901 ± 0.031 5.0 M 164.9 K

RNN-MIL (Campanella et al., 2019) 0.875 ± 0.002 64.0 M 1607.7 K
DS-MIL (Li et al., 2021) 0.899 ± 0.009 117.6 M 855.7 K
CLAM (Lu et al., 2021) 0.871 ± 0.015 94.8 M 790.7 K
Trans-MIL (Shao et al., 2021) 0.906 ± 0.031 613.8 M 2723.8 K
DTFD-MIL (Zhang et al., 2022) 0.946 ± 0.005 79.4 M 986.7 K

devised (Campanella et al., 2019; Lu et al., 2021; Oner et al., 2022).
This study analyzes the effects of pooling filters on the performance of
MIL models in WSI classification.

We used publicly available CAMELYON16 dataset consisting of
histopathology slides of lymph node sections (Bejnordi et al., 2017).
Each slide has a slide-level label of either normal (N) (i.e., contains no
cancer cells) or tumor (T) (i.e., contains cancer cells). There are 269
(N:158, T:111) and 129 (N:80, T:49) WSIs in the training and test sets,
respectively. This is a challenging dataset since cancerous regions in a
tumor slide is usually less than 10% of the tissue area, i.e., a bag with
few positive instances in the MIL setup.

We represented a WSI as a bag of feature vectors of the slide’s
patches and use the slide’s label as the bag label, similar to other
studies (Lu et al., 2021; Shao et al., 2021; Zhang et al., 2022). We used
feature vectors extracted by Zhang et al. (2022) using a ResNet50 (He
et al., 2016) model trained on the ImageNet. We obtained our training
(N:142, T:99) and validation (N:16, T:12) sets by segregating the
CAMELYON16 training set slides into two with ratios of ∼90% and
∼10%, respectively. We trained the model on our training set with an
early stopping criteria based on the area under the receiver operating
characteristics curve (AUROC) on our validation set. Then, we tested
the model on the CAMELYON16 test set slides. The model’s architecture
and the hyper-parameters are presented in Table B.12.

We ran the experiments five times to collect reliable statistics on the
model’s performance in WSI classification. We obtained the maximum
AUROC value of 0.9325 (95% confidence interval: 0.8798–0.9743) on
the test set (see Table B.13 for details). We also presented summary
statistics of our model together with other MIL models in Table 3. The
top part of the table shows that our MIL model with a distribution
pooling filter outperforms MIL models with other point estimate-based
pooling filters. The bottom part of the table presents the performance
of models devising new techniques for obtaining better instance-level
or bag-level representations rather than focusing on pooling filters.
For example, DTFD-MIL (Zhang et al., 2022) assembles bag of pseudo-
bags for each WSI using two attention-based models, and DS-MIL (Li
et al., 2021) uses self-supervised contrastive learning to obtain a better
feature extractor. Although our model with distribution pooling did
not employ any of these techniques, it performed better or on par
with these models (except the DTFD-MIL model). Moreover, most of
these models use some ‘attention-based’ pooling. Based on the superior
performance of MIL models with a distribution pooling filter, these
models can further benefit from using distribution pooling instead of
attention-based pooling.

Furthermore, we measured the memory (model size) and computa-
8

tion (FLOPS) requirements of our model using the flop counting tool of m
the fvcore library (MetaResearch, 2023). Table 3 shows that our MIL
model requires less memory and computation resources compared to
the other models. This provides us with faster run times and ability to
work with limited computational resources.

6.3. MNIST-bags classification

This section analyzes the effects of the number of instances in a bag
and the number of bags in a training dataset on the performance of
MIL models with a distribution pooling filter. We used the MNIST-bags
classification task of Ilse et al. (2018), in which a bag consists of images
in the MNIST hand-written digits dataset. If a bag contains at least one
image of digit-9, the bag’s label is positive. Otherwise, it is negative.
The number of images in a bag was sampled (and rounded to the closest
integer) from a Gaussian distribution (𝐺(𝜇, 𝜎)), where 𝜇 values were 10,
0, and 100 with corresponding 𝜎 values of 2, 10, and 20. The number
f bags in a training dataset was 50, 100, 150, 200, 300, 400, and 500.
ll the training bags were created using the MNIST training set images.
or performance evaluation, 1000 bags created using the MNIST test set
mages.

To benchmark our model’s performance with the models in Ilse et al.
2018), we used the same architecture, namely LeNet5 model (LeCun
t al., 1998), in the feature extractor module. We trained our MIL
odels with a distribution pooling filter on the training set bags and

valuated on the test set bags. Model architecture details and hyper-
arameters are presented in Table C.14 and C.15. We used AUROC
alues on the test set as our performance metric and presented the
esults obtained from five runs of each model in Table 4. Our models
ith a distribution pooling filter outperformed the ones with point
stimate-based pooling filters especially in the cases of few training
ags with few instances, showing the ability of our model capturing
he necessary information in few samples. In the cases of many training
ags with many instances, the performance of the models with different
ooling filters approximate to each other in this simple task.

.4. Bag classification on classical MIL datasets

The performance of our neural network model with the ‘distribu-
ion’ pooling filter (Distribution-Net) is compared with the performance
f the best MIL methods in positive vs. negative bag classification
ask on five classical MIL datasets: drug activity prediction datasets
USK1 and MUSK2 (Dietterich et al., 1997) and animal image an-

otation datasets FOX, TIGER and ELEPHANT (Andrews et al., 2003)
see Appendix D for details).

We used 10-fold cross-validation and repeated each experiment
times. For each dataset, we have declared the mean of classifica-

ion accuracies (± standard error). We compared the performance of
istribution-Net with the performance of state-of-the-art MIL meth-
ds on classical MIL datasets in Table 5. While the first part of the
able contains methods utilizing traditional machine learning tech-
iques (Andrews et al., 2003; Gärtner et al., 2002; Zhang and Goldman,
002; Zhou et al., 2009; Wei et al., 2016), the second part of the table
ccommodates methods employing neural networks (Wang et al., 2018;
lse et al., 2018). The last part of the table shows the performance of our
istribution-Net, which outperformed all other methods on all datasets.
eural network-based models generally outperformed the traditional
achine learning-based models. Furthermore, our Distribution-Net per-

ormed even better than other neural network-based models (Wang
t al., 2018; Ilse et al., 2018). The notable difference between the
odels was the pooling filters. While other models employed point

stimate-based pooling filters (Wang et al., 2018; Ilse et al., 2018),
istribution-Net used the ‘distribution’ pooling filter. The reason for the

mprovement seems that Distribution-Net utilized the full distribution
nformation captured by the ‘distribution’ pooling filter over other

odels.
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Table 4
MNIST-bags classification. The performance of MIL models with different pooling filters are presented. The performance metric is the area under the receiver operating characteristics
curve and presented as mean ± std obtained over five runs. Each model is tested on 1000 bags created using the MNIST test set images. The number of instances (images) in
ach bag are sampled (and rounded to the closest integer) from a Gaussian distribution (𝐺(μ, 𝜎)), where 𝜇 values are 10, 50, and 100 with corresponding 𝜎 values of 2, 10, and
0. During training of the models, different number of bags (50, 100, 150, 200, 300, 400, and 500) created using the MNIST training set images are used. Please note that the
erformance values for MIL models with point estimate-based pooling filters are taken from Ilse et al. (2018).
# of instances Pooling # of bags used in training

50 100 150 200 300 400 500

10 per bag
(on average)

max 0.713 ± 0.016 0.914 ± 0.011 0.954 ± 0.005 0.968 ± 0.001 0.980 ± 0.001 0.981 ± 0.003 0.986 ± 0.002
mean 0.695 ± 0.026 0.841 ± 0.027 0.926 ± 0.004 0.953 ± 0.004 0.974 ± 0.002 0.980 ± 0.001 0.984 ± 0.002
attention 0.768 ± 0.054 0.948 ± 0.007 0.949 ± 0.006 0.970 ± 0.003 0.980 ± 0.000 0.982 ± 0.001 0.986 ± 0.001
distribution 0.902 ± 0.015 0.955 ± 0.013 0.965 ± 0.007 0.970 ± 0.005 0.976 ± 0.004 0.976 ± 0.007 0.982 ± 0.006

50 per bag
(on average)

max 0.872 ± 0.039 0.984 ± 0.005 0.992 ± 0.001 0.996 ± 0.001 0.996 ± 0.001 0.997 ± 0.001 0.997 ± 0.001
mean 0.841 ± 0.013 0.906 ± 0.046 0.983 ± 0.005 0.992 ± 0.001 0.996 ± 0.001 0.997 ± 0.001 0.997 ± 0.001
attention 0.967 ± 0.010 0.982 ± 0.003 0.990 ± 0.002 0.993 ± 0.002 0.989 ± 0.003 0.994 ± 0.001 0.995 ± 0.001
distribution 0.985 ± 0.004 0.987 ± 0.004 0.990 ± 0.002 0.990 ± 0.002 0.991 ± 0.003 0.989 ± 0.002 0.991 ± 0.002

100 per bag
(on average)

max 0.977 ± 0.009 0.999 ± 0.001 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000
mean 0.959 ± 0.010 0.990 ± 0.003 0.998 ± 0.001 0.900 ± 0.089 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000
attention 0.996 ± 0.001 0.998 ± 0.001 0.999 ± 0.000 0.998 ± 0.001 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000
distribution 0.997 ± 0.000 0.999 ± 0.001 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 1.000 ± 0.000
Table 5
Performances of different MIL methods on classical MIL datasets. First part: methods utilizing traditional machine learning techniques. Second part: methods
employing neural networks. Last part: our model with the ‘distribution’ pooling filter (Distribution-Net).

METHOD MUSK1 MUSK2 FOX TIGER ELEPHANT

mi-SVM (Andrews et al., 2003) 0.874 ± N/A 0.836 ± N/A 0.582 ± N/A 0.784 ± N/A 0.822 ± N/A
MI-SVM (Andrews et al., 2003) 0.779 ± N/A 0.843 ± N/A 0.578 ± N/A 0.840 ± N/A 0.843 ± N/A
MI-Kernel (Gärtner et al., 2002) 0.880 ± 0.031 0.893 ± 0.015 0.603 ± 0.028 0.842 ± 0.010 0.843 ± 0.016
EM-DD (Zhang and Goldman, 2002) 0.849 ± 0.044 0.869 ± 0.048 0.609 ± 0.045 0.730 ± 0.043 0.771 ± 0.043
mi-Graph (Zhou et al., 2009) 0.889 ± 0.033 0.903 ± 0.039 0.620 ± 0.044 0.860 ± 0.037 0.869 ± 0.035
miVLAD (Wei et al., 2016) 0.871 ± 0.043 0.872 ± 0.042 0.620 ± 0.044 0.811 ± 0.039 0.850 ± 0.036
miFV (Wei et al., 2016) 0.909 ± 0.040 0.884 ± 0.042 0.621 ± 0.049 0.813 ± 0.037 0.852 ± 0.036

mi-Net (Wang et al., 2018) 0.889 ± 0.039 0.858 ± 0.049 0.613 ± 0.035 0.824 ± 0.034 0.858 ± 0.037
MI-Net (Wang et al., 2018) 0.887 ± 0.041 0.859 ± 0.046 0.622 ± 0.038 0.830 ± 0.032 0.862 ± 0.034
MI-Net with DS (Wang et al., 2018) 0.894 ± 0.042 0.874 ± 0.043 0.630 ± 0.037 0.845 ± 0.039 0.872 ± 0.032
MI-Net with RC (Wang et al., 2018) 0.898 ± 0.043 0.873 ± 0.044 0.619 ± 0.047 0.836 ± 0.037 0.857 ± 0.040
Attention (Ilse et al., 2018) 0.892 ± 0.040 0.858 ± 0.048 0.615 ± 0.043 0.839 ± 0.022 0.868 ± 0.022
Gated-Attention (Ilse et al., 2018) 0.900 ± 0.050 0.863 ± 0.042 0.603 ± 0.029 0.845 ± 0.018 0.857 ± 0.027

Distribution-Net (ours) 0.923 ± 0.071 0.932 ± 0.067 0.680 ± 0.075 0.864 ± 0.054 0.900 ± 0.077
Table A.6
Lymph node metastases dataset — The number of images in training, validation, and
test sets.

Fully normal Fully metastases Boundary Total

Training 395 228 310 933
Validation 267 190 211 668
Test 277 231 228 736

7. Conclusion

This paper introduced the family of distribution-based pooling fil-
ters that obtains a bag-level representation by estimating marginal
feature distributions from extracted features of instances inside a bag.
We formally proved that distribution-based pooling filters are more ex-
pressive than point estimate-based counterparts in terms of the amount
of information captured while obtaining bag-level representations. This
property of distribution-based pooling filters is of great importance
since more information can improve the model’s performance.

Furthermore, we extensively analyzed the performance of a MIL
model with a distribution pooling filter in different MIL tasks on the
lymph node metastases dataset. Models with the ‘distribution’ pooling
filter were among the best-performing ones in all tasks. Similarly, our
model with the ‘distribution’ pooling filter outperformed MIL models
with different MIL pooling filters in the bag classification tasks on the
MNIST-bags dataset and classical MIL datasets. Hence, the results were
per our theoretical findings.

Besides, we analyzed the memory and computation costs of using
different filters. When we had the same number of instance features,
9

Table A.7
Experiments on lymph node metastases dataset — architecture and list of hyper-
parameters used in the MIL models.

input-32 × 32𝑥3
ResNet18 w/o BN
‘distribution’/‘mean’/‘attention’/‘max’
pooling
Dropout(0.5)
fc-128 + ReLU

Architecture Dropout(0.5)
fc-32 + ReLU
Dropout(0.5)
fc-2 (+ve/-ve, ucc, 2-task)/fc-3
(3-class)/fc-1 (regression)
softmax (+ve/-ve, ucc, 3-class)/sigmoid
(2-task)/None (regression)

image size 512 × 512
patch size 32 × 32
# instances per bag 64
# features 32
# bins in ‘distribution’ filters 21
𝜎 in Gaussian kernel 0.0167
Optimizer ADAM
Learning rate 1𝑒 − 4
𝐿2 regularization weight decay 0.0005
batch size 32

the distribution-based pooling filters incurred additional memory and
computation costs, which were negligible compared to overall network
capacity and runtime (Fig. 3). On the other hand, they provided MIL
models with a significant performance increase in almost all MIL tasks.
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Fig. A.4. Lymph node metastases dataset — Examples of three types of images and corresponding ground-truth masks: (a) fully normal — all cells are normal, (b) fully metastases
— all cells are metastases, and (c) boundary — a mixture of normal and metastases cells.
Fig. A.5. Percent metastases histograms for training, validation and test sets.
We also observed that when we had fewer instance features in MIL
models with distribution pooling filters, they achieved better perfor-
mance than the models with point estimate-based filters and provided
significant memory and computation savings (Table 3).
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Appendix A. Experiments on lymph node metastases dataset

We investigated the effect of MIL pooling filters on the performance
of a MIL model in a particular real-world MIL task. We designed a
neural network-based MIL framework and analyzed the performance
of our framework with four different MIL pooling filters in five distinct
MIL tasks formulated on a real-world lymph node metastases dataset.

Code for the experiments is publicly available at: https://github.
com/onermustafaumit/mil_pooling_filters

https://github.com/onermustafaumit/mil_pooling_filters
https://github.com/onermustafaumit/mil_pooling_filters
https://github.com/onermustafaumit/mil_pooling_filters
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https://github.com/onermustafaumit/mil_pooling_filters
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Table A.8
The total number of trainable parameters in each model.

MIL tasks

+ve/-ve ucc 3-class 2-task Regression

distribution 11,282,372 11,282,372 11,282,405 11,282,372 11,282,339
mean 11,191,746 11,191,746 11,191,779 11,191,746 11,191,713
attention 11,196,099 11,196,099 11,196,132 11,196,099 11,196,066
max 11,191,746 11,191,746 11,191,779 11,191,746 11,191,713
Table A.9
The number of trainable parameters in 𝜃feature.

MIL tasks

+ve/-ve ucc 3-class 2-task Regression

distribution 11,183,328 11,183,328 11,183,328 11,183,328 11,183,328
mean 11,183,328 11,183,328 11,183,328 11,183,328 11,183,328
attention 11,183,328 11,183,328 11,183,328 11,183,328 11,183,328
max 11,183,328 11,183,328 11,183,328 11,183,328 11,183,328
Table A.10
The number of trainable parameters in 𝜃filter.

MIL tasks

+ve/-ve ucc 3-class 2-task Regression

distribution 8,706 8,706 8,706 8,706 8,706
mean 0 0 0 0 0
attention 4,353 4,353 4,353 4,353 4,353
max 0 0 0 0 0
Table A.11
The number of trainable parameters in 𝜃transform.

MIL tasks

+ve/-ve ucc 3-class 2-task Regression

distribution 90,338 90,338 90,371 90,338 90,305
mean 8,418 8,418 8,451 8,418 8,385
attention 8,418 8,418 8,451 8,418 8,385
max 8,418 8,418 8,451 8,418 8,385
m
m

Table B.12
CAMELYON16 WSI classification — architecture and list of hyper-
parameters used in the MIL model.

input-1024
fc-32 + ReLU

Architecture ‘distribution’ pooling
fc-2
softmax

# instances per bag 20% (train)/100% (test) of
a WSI’s patches

# features 32
# bins in ‘distribution’ filters 11
𝜎 in Gaussian kernel 0.033
Optimizer ADAM
Learning rate 0.0001
𝐿2 regularization weight decay 0.0005
Batch size 1

A.1. Lymph node metastases dataset

The lymph node metastases dataset is adapted from Oner et al.
(2020). The original dataset consists of 512 × 512 images cropped from
histopathology slides of lymph node sections (Bejnordi et al., 2017),
and it has corresponding ground-truth metastases segmentation masks.
11

There are three types of images in this dataset: fully normal - all cells m
are normal, fully metastases - all cells are metastases and boundary - a
mixture of normal and metastases cells. Fig. A.4 shows example images
of each type. To make a clear distinction between these three types of
images, we filtered out the images with (i) 0 < percent metastases ≤ 20
and (ii) 80 ≤ percent metastases < 100. Moreover, to obtain a balanced
dataset, we dropped some of the images in the test set coming from one
specific slide.

The dataset is publicly available. The number of images and percent
metastases histograms in training, validation, and test sets are given in
Table A.6 and Fig. A.5, respectively.

A.2. Neural network architectures and hyper-parameters

We designed a neural network-based MIL framework. We used
ResNet18 (He et al., 2016) architecture without batch normalization
as feature extractor module, 𝜃feature, and a three-layer multi-layer-
perceptron as bag-level representation transformation module, 𝜃transform.
We tested this framework with four different MIL pooling filters as
𝜃filter modules on five distinct MIL tasks formulated. Hence, we had 20
different models sharing the same architecture in the 𝜃feature module.
Moreover, all models have the same hidden layers in the 𝜃transform
module; however, note that the number of input nodes in the 𝜃transform

odule depends on 𝜃filter, and the number of output nodes in the 𝜃transform
odule depends on the MIL task. Please refer to the provided code for

ore details.
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Table B.13
CAMELYON16 WSI classification — detailed performance metrics over multiple runs. AUROC: Area under receiver
operating characteristics curve. 95% confidence intervals (CI) are constructed using the percentile bootstrap method
(Efron, 1992).

# Accuracy Precision Recall F1-score AUROC (95% CI)

0 0.7402 0.6230 0.7917 0.6972 0.8674 (0.7933 - 0.9283)
1 0.8031 0.7347 0.7500 0.7423 0.8601 (0.7785 - 0.9293)
2 0.8583 0.8000 0.8333 0.8163 0.9325 (0.8798 - 0.9743)
3 0.7953 0.6774 0.8750 0.7636 0.9227 (0.8724 - 0.9623)
4 0.8976 0.9268 0.7917 0.8539 0.9233 (0.8656 - 0.9704)
Table C.14
MNIST bags — architecture and list of hyper-parameters used in the MIL
model.

input-28 × 28
conv(5,1,0)-20 + ReLU
maxpool(2,2)
conv(5,1,0)-50 + ReLU

Architecture maxpool(2,2)
fc-64 + Sigmoid
‘distribution’ pooling
fc-2
softmax

# instances per bag all patches in a bag
# features 64
# bins in ‘distribution’ filters 11
𝜎 in Gaussian kernel 0.033
Optimizer ADAM
Learning rate 0.0003
𝐿2 regularization weight decay 0.0001
Batch size 1
Epochs (max) 200
Stopping criteria lowest validation error+loss

During training, each image was treated as a bag. We prepared bags
n the fly during training by randomly cropping 32 × 32 patches over

the images. Each bag was created with 64 cropped patches (instances),
and data augmentation was applied to the cropped patches. We used
a batch size of 32 and extracted 32 features for each instance inside
a bag. The ‘distribution’ pooling filter estimated marginal feature dis-
tributions using kernel density estimation with a Gaussian kernel. The
Gaussian kernel’s standard deviation was 𝜎 = 0.0167, and the estimated
distributions were binned into 21 bins.

Furthermore, attention weights 𝑤𝑖 in ‘attention’ pooling and 𝛼𝑖 and
𝑖 in ‘distribution’ pooling were obtained from attention models  ,
𝛼 , and 𝛽 , respectively. We used the same architecture in Ilse et al.

2018) in the attention models except for 𝛼 , which had a sigmoid
ctivation function at the last layer rather than softmax. We trained
odels using the ADAM optimizer with a learning rate of 1𝑒 − 4 and
2 regularization on the weights with a weight decay of 0.0005. Each
odel was randomly initialized and trained end-to-end with early-

topping criteria on validation set performance. Table A.7 presents the
rchitecture and list of hyper-parameters used in MIL models.

During testing, we created 100 bags for each image in the test
et and tested them with the trained model. The final prediction was
btained by averaging 100 predictions.

.3. The number of parameters

The MIL models consist of three modules: 𝜃feature, 𝜃filter, and 𝜃transform.
he feature extractor module 𝜃feature and representation transformation
odule 𝜃transform are implemented as neural networks. Some MIL pooling

ilters, namely ‘distribution’ and ‘attention’ pooling filters, also contain
eural networks.

Table A.8 shows the total number of trainable parameters in each
odel. Similarly, Table A.9, Table A.10, and Table A.11 show the
umber of trainable parameters in the 𝜃feature, 𝜃filter, and 𝜃transform modules
12

or each model, respectively.
Table C.15
MNIST bags — architecture and list of hyper-parameters used in the MIL model
of Ilse et al. (2018).

input-28 × 28
conv(5,1,0)-20 + ReLU
maxpool(2,2)

Architecture conv(5,1,0)-50 + ReLU
maxpool(2,2)
fc-500 + ReLU
‘max’, ‘mean’, ‘attention’ pooling
fc-1 + Sigmoid

Optimizer ADAM
Learning rate 0.0005
𝐿2 regularization weight decay 0.0001
Batch size 1
Epochs (max) 200
Stopping criteria lowest validation error+loss

Appendix B. Experiments on CAMELYON16

See Tables B.12 and B.13.

Appendix C. Experiments on MNIST-bags

See Tables C.14 and C.15.

Appendix D. Experiments on classical MIL datasets

This section compares the performance of our neural network model
with ‘distribution’ pooling filter (Distribution-Net) with the perfor-
mance of the best MIL methods on classical MIL task of positive vs.
negative bag classification on five classical MIL datasets: drug activity
prediction datasets MUSK1 and MUSK2 (Dietterich et al., 1997) and an-
imal image annotation datasets FOX, TIGER and ELEPHANT (Andrews
et al., 2003). Attention weights in the ‘distribution’ pooling filter were
fixed to 𝛼𝑖 = 1 ∀𝑖 and 𝛽𝑖 =

1
𝑁 ∀𝑖, where 𝑁 is the number of instances

per bag. Table D.16 summarizes the classical MIL datasets.
The summary of architectures and hyper-parameters used in MIL

models on ‘MUSK’ and ‘Animal’ datasets are given in Table D.17 and
Table D.18, respectively. We used mini-batch training with bags that
include an equal number of instances. We created bags by sampling
from available instances of each sample (a drug with multiple confor-
mations for ‘MUSK’ datasets and an image with multiple segments in
‘Animal’ datasets). When the number of available instances of a sample
is less than the number of instances required to create a bag, we used
available instances more than once in a bag. We have determined the
number of instances with cross-validation on the validation sets.

Table D.19 summarizes the architectures and hyper-parameters used
in MIL models of Wang et al. (2018), Ilse et al. (2018) on ‘MUSK’ and
‘Animal’ datasets.
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Table D.16
Summary of classical MIL datasets.

# bags # instances per bag

Positive Negative Total Min Max Average # features

MUSK1 47 45 92 2 40 5.17 166
MUSK2 39 63 102 1 1044 64.69 166
FOX 100 100 200 2 13 6.6 230
TIGER 100 100 200 1 13 6.1 230
ELEPHANT 100 100 200 2 13 6.96 230
Table D.17
MUSK datasets — architecture and list of hyper-parameters used in the
MIL models.

input-166
fc-64 + ReLU
Dropout(0.5)
fc-32 + ReLU
Dropout(0.5)
fc-32 + Sigmoid

Architecture ‘distribution’ pooling
Dropout(0.5)
fc-64 + ReLU
Dropout(0.5)
fc-32 + ReLU
Dropout(0.5)
fc-2
softmax

# instances per bag 16
# features 32
# bins in ‘distribution’ pooling filters 11
𝜎 in Gaussian kernel 0.1
Optimizer ADAM
Learning rate 5𝑒 − 4
𝐿2 regularization weight decay 0.1
batch size 8

Table D.18
Animal datasets — architecture and list of hyper-parameters used in the
MIL models.

input-230
fc-256 + ReLU
Dropout(0.5)
fc-128 + ReLU
Dropout(0.5)
fc-64 + ReLU
Dropout(0.5)
fc-32 + Sigmoid

Architecture ‘distribution’ pooling
Dropout(0.5)
fc-384 + ReLU
Dropout(0.5)
fc-192 + ReLU
Dropout(0.5)
fc-2
softmax

# instances per bag 16
# features 32
# bins in ‘distribution’ pooling filters 11
𝜎 in Gaussian kernel 0.1
Optimizer ADAM
Learning rate 5𝑒 − 6
𝐿2 regularization weight decay 0.1
batch size 8
13
Table D.19
MUSK and Animal datasets — architecture and list of hyper-
parameters used in the MIL models of Wang et al. (2018), Ilse
et al. (2018).

input-166
fc-256 + ReLU
Dropout
fc-128 + ReLU

Architecture Dropout
fc-64 + ReLU
Dropout
‘max’, ‘mean’, ‘attention’ pooling
fc-1 + Sigmoid

Optimizer SGD
Learning rate 5𝑒 − 4 (MUSK1, MUSK2,

Fox)/1𝑒 − 4 (Tiger, Elephant)
Momentum 0.9
𝐿2
regularization
weight decay

0.03 (MUSK2)/0.01 (Tiger)/0.005
(MUSK1, Fox, Elephant)

batch size 1
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