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Biomarkers have the potential to be utilized in disease diagnosis, prediction and monitoring. The cancer

cell type is a leading candidate for next-generation biomarkers. Although traditional digital biomolecular

sensor (DBS) technology has shown to be effective in assessing cell-based interactions, low cell-population

detection of cancer cell types is extremely challenging. Here, we controlled the electrical signature of a two-

dimensional (2D) nanomaterial, tungsten disulfide (WS2), by utilizing a combination of the Phage-integrated

Polymer and the Nanosheet (PPN), viz., the integration of the M13-conjugated polyethylene glycol (PEG) and

the WS2, through shape-complementarity phenomena, and developed a sensor system, i.e., the Phage-based

DBS (P-DBS), for the specific, rapid, sensitive detection of clinically-relevant MCF-7 cells. The P-DBS attains a

detection limit of 12 cells per μL, as well as a contrast of 1.25 between the MCF-10A sample signal and the

MCF-7 sample signal. A reading length of 200 µs was further achieved, along with a relative cell viability of

∼100% for both MCF-7 and MCF-10A cells and with the PNN. Atomistic simulations reveal the structural origin

of the shape complementarity-facilitated decrease in the output impedance of the P-DBS. The combination

of previously unreported exotic sensing materials and digital sensor design represents an approach to unlock-

ing the ultra-sensitive detection of cancer cell types and provides a promising avenue for early cancer diagno-

sis, staging and monitoring.

Introduction

Biomarkers have the ability to facilitate in disease monitoring,
prediction and diagnosis.1–3 When early detection is vital or
diagnosis is challenging, there is a need to identify biomarkers
that can be harnessed to determine diseases.4–6 In the case of
cancer, it is beneficial to discover biomarkers of the inflamma-
tory process in addition to the qualitative and quantitative
identification of cancer-specific biomarkers.7–11 According to
Brenner et al., these biomarkers include acute-phase proteins,
reactive oxygen and nitrogen species, immune-related
effectors, cytokines or chemokines, mediators and prostaglan-
dins, and cyclooxygenase-related factors.12 The cancer cell type
is a promising contender for next-generation biomarkers for

applications in surveying treatment responses or unfavourable
cases, diagnosis and toxicology.13–15 Cancer cell detection at
an ultrahigh degree of sensitivity is of critical importance for
the early cancer diagnosis and monitoring.16–18 However,
cancer cell detection using traditional methods remains very
difficult due to the small cancer cell population in specified
samples.19–21 Thence, the development of new strategies or
sensing designs for cancer cell detection at low cell popu-
lations is required for clinical disease diagnosis.

Owing to difficulties in amplification, high costs, compli-
cated operations and low sensitivity, the utilization of tra-
ditional cancer cell-detection approaches including quantitat-
ive real-time PCR, northern blotting and microarray-based
hybridization has been limited in early diagnosis in clinical
practice. The digital biomolecular sensor (DBS) technology has
demonstrated to be favourable in examining cell-based inter-
actions by analysing the current variation in a cancer cell
element as a result of various advantages, such as rapid
specific detection, low cost and high sensitivity.22–26 However,
due to the restricted number of cells in the cancer cell
element, utilizing the conventional DBS scheme to detect
cancer cells at low cell populations remains difficult. Thus,
there is an urgent need to develop emerging material systems
with high conductivity to enhance DBS performance. Many
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next-generation two-dimensional (2D) nanosized materials
have recently been investigated for cancer cell sensing, such as
graphene, transition-metal dichalcogenides (TMDs), topologi-
cal insulators, black phosphorus (BP) and MXenes.27–31

However, owing to weak interactions with cancer cell types or
low chemical stability, conventional 2D nanomaterials have
specified limits. It is necessary to identify a novel 2D material
with a strong cell-based interaction with cancer cell types.

Tungsten disulfide (WS2) has intrigued the research com-
munity owing to its excellent physiochemical characters.32,33

The WS2 nanostructures, based on a hexagonal layer of tung-
sten atoms (M) sandwiched between two layers of sulfur atoms
(X) in a stoichiometry MX2, showing a layered configuration
with strong covalent bonding within each layer and weak van
der Waals forces between different MX2 sheets, were created
successfully through mechanical and chemical exfoliation
strategies.34,35 Additionally, WS2 nanosheets have been utilized
in phototransistors, photothermal therapy, thermophotovol-
taic (TPV) cells and nonlinear optics.36–38 Despite studies into
the photothermal character of WS2, the interaction between
cancer cell types and nanostructures and the utility of a WS2-
based nanostructure in the digital sensing of cancer cells
remain unclear.

The phage M13 is a cylindrical, ∼880 nm long, and ∼10 nm
in diameter, non-lytic bacteriophage composed of specified
proteins, capable of assembling on various cancer cells, such
as ovarian cancer cells, colorectal cancer cells and prostate
cancer cells.39–42 Considering that: (i) the recognition-element

component WS2 discloses excellent electrical conductivity,
enabling high cancer cell sensitivity, and (ii) another reco-
gnition-element component M13-conjugated polyethylene
glycol (PEG) is utilized to coat the WS2 nanostructure, which
permits cancer cell-specific assembly, we postulate that the
integration of the WS2 and the M13-conjugated PEG may
enable excellent recognition-element performance.

Herein, we modulate the electrical character of the WS2 by
harnessing the integration of the Phage-combined Polymer and
the Nanosheet (the term PPN is utilized), i.e., the incorporation
of the M13-conjugated PEG and the WS2, based on shape-comple-
mentarity effects, and design a sensor system, viz., the Phage-
based DBS (we call it P-DBS), for a specific, sensitive, rapid detec-
tion of clinically relevant MCF-7 cells. We developed a digital
sensor system using a phage–nanosheet–polymer material plat-
form for MCF-7 cells with a low detection limit, high contrast in
output signals, along with a short reading time. The P-DBS dis-
closes a detection limit of 12 cells per μL, together with a contrast
of 1.25 between the MCF-7 sample signal and the MCF-10A
sample signal. A relative cell viability of ∼100% for both MCF-7
cells with PPNs and MCF-10A cells with the PPN was achieved, in
addition to a reading length of 200 µs. Molecular dynamics (MD)
simulations elucidate the structural basis of the output impe-
dance decrease induced by shape-complementarity phenomena.
The suggested scheme for cancer cell detection on the basis of
the WS2 material platform offers great potential for the creation
of integrated lab-on-chip systems that can be utilized further in
clinical settings (Fig. 1).

Fig. 1 A rapid sensitive DBS system based on the PPN. (a) Illustration of the WS2–PEG synthesis and consequent phage conjugation. (b) Schematic
representation of the P-DBS system. The PPN was incorporated in the DBS system for cancer cell detection.
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Materials and methods
Molecular docking

The crystal structures of the N1 and N2 domains of the M13
bacteriophage minor-coat gene 3 protein (G3P) (PDB code,
1G3P43) and the extracellular domain of the human epidermal
growth factor receptor 2 (HER2) bound to a nanobody (PDB
code, 5MY644) were obtained from the Protein Data Bank
(PDB).45 The oxidised Trp21 in the G3P structure was con-
verted to an unmodified Trp. Missing loop residues in G3P
and HER2 were modelled using the ModLoop web server.46

G3P was docked to HER2 using the ClusPro47 web server with
default parameters. The top five docked models based on a
balanced scoring scheme were visually inspected, and one was
rejected as the binding interface was too small for the complex
to be stable. The stability of the top-, third-, fourth-, and fifth-
ranked models was further evaluated by MD simulations.

MD simulations

The C-termini of both proteins were capped by an N-methyl
group. The protonation states of the residues were determined
by the PDB2PQR software.48 Each system was solvated with
TIP3P water molecules49 in a periodic truncated octahedron
box such that its walls were at least 10 Å away from the pro-
teins, followed by charge neutralization with sodium ions.

Four independent MD simulations using different initial
atomic velocities were carried out on each of the four selected
docked models. Energy minimization and MD simulations
were performed with the PMEMD module of the Assisted
Model Building with Energy Refinement (AMBER) 1850 soft-
ware using the ff14SB force field for the protein residues and
the GLYCAM_06j-151 force field for the glycosylated aspara-
gines and glycans. The SHAKE52 algorithm was applied to con-
strain all bonds to hydrogen atoms, thus enabling a time step
of 2 fs. Nonbonded interactions were truncated at 9 Å while
electrostatic interactions were accounted for by the particle
mesh Ewald method.53 Energy minimization was carried out
using the steepest descent algorithm for 1000 steps, followed
by the conjugate gradient algorithm for another 1000 steps.
The system was then gradually heated to 300 K over 50 ps at a
constant volume before equilibration at a constant pressure of
1 atm for another 50 ps. Harmonic positional restraints with a
force constant of 2.0 kcal mol−1 Å−2 were placed on the non-
hydrogen atoms of the proteins during the energy minimiz-
ation and equilibration steps. Subsequent unrestrained equili-
bration (2 ns) and production (300 ns) runs were carried out at
300 K and 1 atm. The Langevin thermostat54 was utilized to
maintain the temperature with a collision frequency of 2 ps−1.
Pressure was maintained by a Berendsen barostat55 with a
pressure relaxation time of 2 ps.

Binding free energy calculations

The binding free energies of the G3P-HER2 complexes were
calculated using the Molecular Mechanics/Poisson–Boltzmann
Surface Area (MM/PBSA) method56 implemented in the
AMBER 18 software.50 Two hundred equally-spaced snapshot

structures were extracted from the last 80 or 100 ns of the tra-
jectories, and the molecular mechanical energies were calcu-
lated using the sander module. The polar contribution to the
solvation free energy was calculated by the pbsa57 program,
with the solute dielectric constant set to 2 and the exterior
dielectric constant set to 80. The nonpolar contribution was
estimated from the solvent accessible surface area using the
molsurf58 program with γ = 0.00542 kcal Å−2 and β = 0.92.

The contribution of each residue to the binding free energy
of the complex was computed by applying the free energy
decomposition method59 to two hundred equally-spaced struc-
tures extracted from the last 100 ns of the MD simulations on
the fifth-ranked docked model. Binding free energies were cal-
culated in the AMBER 18 software using the Molecular
Mechanics/Generalized Born Surface Area (MM/GBSA)
method.56 The molecular-mechanical energies and the polar
contribution to the solvation-free energy based on the modi-
fied Generalized Born (GB) model described by Onufriev
et al.60 were computed by the sander module. The nonpolar
contribution to the solvation-free energy was estimated from
the solvent-accessible surface area using the ICOSA method.61

Electrothermal simulation

The Ansys software was utilized to analyze the electric field dis-
tribution of the PPN cancer cell alternating current (AC) pulse
sensor system using the finite-element method (FEM). The
simulation parameters utilized were shown in ESI Table S3.† A
reading stimulus in the 0.1–0.5 V range was applied to the
system. The electric field was described by

E ¼ RfEðωÞexpðjωtÞg: ð1Þ

Cell culture

The breast cancer cells (MCF-7) were cultured in Dulbecco’s
modified Eagle’s medium (DMEM) with L-glutamine (Nacalai
Tesque) and 7% Fetal Bovine Serum (FBS) (Gibco), while the
normal breast epithelial cells (MCF-10A) were cultured in a
mixture of DMEM and Ham’s F-12 (DMEM/F12). The DMEM/
F12 was supplemented with 10% FBS (Gibco), 20 ng mL−1 epi-
dermal growth factor (Gibco), 500 ng mL−1 hydrocortisone
(Gibco), and 10 μg mL−1 insulin (Sigma). The MCF-7 and
MCF-10A cells were maintained in a 37 °C incubator with 5%
CO2.

Escherichia coli (E. coli) and M13 bacteriophage propagation

The 5-alpha F’Iq competent E. coli (high efficiency) was pur-
chased from New England Biolabs (NEB) as a host cell for pro-
pagating the M13 phage. An overnight culture (O.C.) of the
E. coli was prepared using tetracycline (TET) and cultivated
over 4–6 h on a 90 rpm shaker at 37 °C. The O.C. was utilized
to inoculate the Lennox L Broth Base (LB Broth Base) and the
LB Broth Base was incubated at 37 °C over 4–6 h until the
optical density at 600 nm (OD600) is 0.4. The M13 phage was
purchased from the ATCC (15669-B1) and revived as per ATCC
protocols. The first and second precipitations were performed
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according to the ATCC M13 amplification protocol. The M13
bacteriophage concentrations were measured using a µDrop
plate (Thermo Fisher Scientific).

PPN conjugation

The WS2 nanosheets were sonicated from a bulk crystal sus-
pended in sterile and deionized water (2D Semiconductors).
Prior to the PPN conjugation, the sonicated WS2 was
PEGylated using the lipoic acid–polyethylene glycol–N-hydroxy-
succinimide (LA–PEG–NHS) (Nanocs Inc.). For the PEG
coating, the WS2 was mixed with the LA–PEG–NHS on a shaker
at 25 °C over 48 h. Filtered M13 phage was then added to the
mixture and left to incubate for another 48 h at 25 °C under
gentle shaking. The 0.22 μm-pore size filters were utilized to
ensure the sterility of the phage. Finally, the conjugated PPN
(WS2/PEG/M13) was washed several times and resuspended in
Dulbecco’s Phosphate-Buffered Saline (DPBS).

Material characterization

The morphologies of the WS2 and the PPN were investigated
using atomic force microscopy (AFM, Bruker Dimension Icon
system). Samples were drop-casted on the silicon (Si) substrate
and examined using a 1.5 μm × 1.5 μm scan size. The sample
thickness was measured using the Gwyddion software. The
PPN was further characterized using transmission electron
microscopy (TEM, FEI Talos F200 system) at an accelerating
voltage of 120 kV. The TEM samples were prepared by negative
staining and drop-casting the PPN on a carbon-coated Cu grid.
Fourier-transform infrared spectroscopy (FTIR) of the WS2,
PEG, M13 and PPN was performed using a FTIR spectrometer
(PerkinElmer) after drop-casting the samples on a Si substrate.

Cell cytotoxicity studies

MCF-7 and MCF-10A cells with a cell density of 3 × 103 cells
per well were seeded in 96-well plates and incubated at 37 °C
over 24 h. The medium was then removed from each well and
different concentrations of WS2 and PPN were added to the
cells. The cells without the materials were used as an experi-
mental control. The cells were incubated for another 24 h at
37 °C. The cytotoxicity of WS2 and PPN was examined using
the crystal violet (CV) staining assay. The materials were
removed from each well, and the cells were washed twice with
DPBS. The CV staining assay (50 μL per well) was added to the
wells. The CV was then removed from the 96-well plates, dried
overnight, and dissolved in 200 μL methanol. Finally, the
optical density of the sample was measured at λ = 570 nm
using a microplate absorbance reader (Thermo Scientific
Multiskan GO).

Sensing evaluation

MCF-7 and MCF-10A cells were seeded on the indium tin
oxide (ITO) subsystems utilized for the sensing experiments.
In the subsystem, the left and right 650 nm-thick ITO electro-
des were grown on a glass substrate (Latech). A cloning cylin-
der was then mounted on the substrate using a silicone
adhesive (Sigma-Aldrich). The gap size between the electrodes

was 100 μm. The MCF-7 and MCF-10A cells were plated in
each subsystem at different seeding densities (1 × 103–7 × 103

cells per well) and incubated over 24 h. The PPN with a con-
centration of 10% was added to the subsystem. The cells
without the PPN were harnessed as the experimental control.
The cells were incubated for another 24 h at 37 °C. An arbitrary
waveform generator (Tektronix Inc.) and a digital oscilloscope
(Tektronix Inc.) were utilized to measure the output impe-
dance. The pulse length in the 50–200 microsecond range and
the sensing voltage in the 0.1–0.5 V range were harnessed.

Results
MD simulations

We docked the M13 minor coat protein, G3P, to the breast
cancer cell protein HER2 using the ClusPro web server. Out of
the top five docked models, four were selected for further
evaluation in MD simulations. The unselected model exhibits
a small binding interface, which likely results in a weak inter-
action. The G3P and HER2 proteins remained bound to each
other in all the simulation runs of the four models. Based on
the computed binding free energies obtained by the MM/PBSA
method, the fifth-ranked docked model was the most stable
(ESI Table S1†). We were unable to calculate the change in the
conformational entropy as the system was too large for the
normal mode analysis to be performed by the computer
cluster utilized in this work. However, we note that the
binding free energy value (this excludes the conformational
entropy) for the G3P–HER2 complex (−107.2 kcal mol−1) is
much more favourable than the value we obtained previously
for the G3P–PD-L1 complex (−72.5 kcal mol−1).75 The root-
mean-square deviation of Cα atoms reaches a plateau in
approximately the last 100 ns in all the simulation runs of the
model (ESI Fig. S1†), indicating that the system is equilibrated
and the complex has become stable.

The binding interface in the model is located at the N2
domain of the G3P and domains I and II of the HER2 (Fig. 2a).
The proteins have a high shape complementarity at the
binding interface, with the HER2 revealing a concave surface
to match the convex surface of the G3P’s N2 domain, thus
allowing the HER2 to wrap around almost the entire G3P N2
domain. To examine which residues are important for the
stability of the G3P–HER2 complex, we performed binding free
energy decomposition based on the structures obtained from
the MD simulations. The G3P residues, Arg162, Gln163,
Trp199, Arg204, Phe208, Ser210, and Phe212 and the HER2
residues, Lys150, His257, Leu266, His267, Tyr274, Val308,
Pro316, Lys333, and Arg351 contribute to most of the binding
free energy (Fig. 2b–d). Hence, the complex is held together by
a combination of hydrophobic interactions and polar inter-
actions interspersed across the extensive binding interface.
The breakdown of the components of the binding free energy
calculated by the MM/PBSA scheme indicates that hydrophobic
interactions contribute most significantly to complex for-
mation (ESI Table S1†). These results suggest that the M13
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phage may have enhanced affinity for breast cancer cells,
which overexpress HER2 on the cancer cell surface, compared
to that of healthy cells. In the case of the PPN, the concen-
tration of the conductive WS2 that assembles on cancer cells
would be higher than that on healthy cells. Thus, when the
DBS system is modified from DBS systems with MCF-10A cells
and with the use of PPNs to the DBS system with MCF-7 cells
and with the use of the PPN, a decreased output impedance
would result.

Synthesis, characterization, and electrothermal simulations of
PPN

Tungsten disulfide nanosheets in the PPN are generated by the
ultrasonication-assisted liquid exfoliation of the bulk WS2. We
utilized atomic force microscopy (AFM) to characterize the
WS2 nanosheet. WS2 nanosheets show an average lateral size
of ∼500 nm (Fig. 3a) and an average thickness of ∼6 nm, as
revealed by the AFM image, indicating a stack of two triple
layers of WS2 (Fig. 3b). To enhance stability and biocompatibil-
ity, we further modified the WS2 nanosheet with PEG
molecules.62,63 Moreover, the M13 phage that selectively
assembles on breast cancer cells was conjugated to PEG mole-
cules to confer cancer cell targeting ability to WS2
nanosheets.64,65 The breast cancer cell protein HER2 is an
attractive therapeutic target since it is a subtype of the integrin
family that is unregulated in both angiogenic endothelial cells

and cancer cells.66–68 The M13 phage and WS2 nanosheets
were conjugated to PEG molecules through the amine reaction
and disulfide binding, respectively.69,70 The conjugation was
performed by utilizing the mixture of LA–PEG–NHS as a linker
between the M13 phage and PEG molecules. The NHS of the
LA–PEG–NHS reacts with the amine group on the M13 phage,
while the LA binds to WS2 nanosheets via disulfide binding.
Finally, the PPN, viz., the combination of the WS2 and the
M13-conjugated PEG, was prepared (Fig. 3c). To investigate the
grafting of the LA–PEG–NHS on WS2 nanosheets, Fourier-
transform infrared (FTIR) spectroscopy was utilized (ESI
Fig. S2†). The prototypical stretching vibration of the carbonyl
group in the PEG at ∼1090 cm−1 was revealed by the FTIR spec-
trum, which indicates the surface presence of PEG
molecules.71,72 The morphology of the PPN was examined by
transmission electron microscopy (TEM). The TEM image dis-
closed that the PPN exhibited a flower-like morphology, as well
as head- or sheet-type lateral size of ∼400 nm (Fig. 3d). For
pure WS2 nanosheets, experiments in this work have revealed
that the diameter of the WS2 nanosheet is large (∼500 nm).
However, for the PPN, where the PEGylation was performed,
the sonication process could partially break down the
nanosheet, leading to a decrease in the diameter of WS2
nanosheets.73,74 The AFM image or cross-sectional plot shows
that the average thickness of the PPN is ∼30 nm (Fig. 3e and
f), with an increase in the thickness as a result of the M13

Fig. 2 Computational modelling of the G3P–HER2 interaction. (a) Snapshot of the docked model of the G3P–HER2 complex. G3P is shown in
yellow, and HER2 is shown in green. (b) Binding free energy contributions of HER2 residues. (c) Binding free energy contributions of G3P residues.
(d) Closeup snapshot of the binding interface of the G3P–HER2 complex obtained from the final trajectory frame of the simulation run with the
most negative binding free energy (G3P in yellow, HER2 in green). The major interacting residues are shown as sticks.

Paper Nanoscale

16662 | Nanoscale, 2023, 15, 16658–16668 This journal is © The Royal Society of Chemistry 2023

Pu
bl

is
he

d 
on

 0
6 

O
ct

ob
er

 2
02

3.
 D

ow
nl

oa
de

d 
by

 A
ge

nc
y 

fo
r 

Sc
ie

nc
e,

 T
ec

hn
ol

og
y 

&
 R

es
ea

rc
h 

(A
*S

T
A

R
) 

 o
n 

10
/3

0/
20

23
 5

:5
0:

26
 A

M
. 

View Article Online

https://doi.org/10.1039/d3nr03573e


phage (∼10 nm) and the PEG polymer coating (several
nm).75,76

To examine the key point of the PPN for enhancing DBS
performance, an electric-field simulation was implemented to
investigate the influence of the PPN on the electrical signature
of DBS systems. The reading stimuli were applied to the DBS
configuration, and electric field distributions were recorded.
The electric field distribution is revealed in ESI Fig. S3a,† in
which a strong degree of electric field is observed in the cell
layer and when the PPN is utilized. ESI Fig. S3b† discloses the

variation in the peak electric field for different reading vol-
tages. The simulation findings indicate that the reading stimu-
lus can modulate the electrical character of the DBS system
with the PPN.

PPN phenomena for detecting cancer cells

The influence of the PPN on cytotoxicity was investigated. The
cytotoxicity of WS2 nanosheets is connected with surface
processes.77,78 To discern the cytotoxicity of a nanostructure,
we define the degree of destructivity of the nanostructures as

Fig. 3 PPN characterization. (a) AFM image of WS2 nanostructures. (b) Height profiles of the WS2 nanostructure along the white lines in (a). (c) An
illustration revealing the PEGylation of WS2 nanostructures and the subsequent phage-conjugation process. (d) Transmission electron microscopy
(TEM) image of the PPN. The yellow dashed area comprises the head- or sheet-type structure. (e) Atomic force microscopy (AFM) image of the PPN.
(f ) Height profiles of the PPN, along the white lines in (e).
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nanostructure types. Thus, a change of the nanostructure type
from the WS2 nanosheet to the PPN corresponds to a smaller
degree of destructivity. Since we are interested in the alteration
in the extent of cytotoxicity of nanostructures, we record the
variation in cell viability following the nanostructure addition.
A marked dependence of the cell viability on the degree of
destructivity and the material concentration was observed in
Fig. 4a, b and ESI Fig. S4,† with a small degree of destructivity
being the most suitable and a large degree of destructivity
being the least suitable. When WS2 nanosheets are utilized,
the cell viability remains high for a low material concentration,
i.e., from 0–10%. In other words, nanostructures with a small
degree of destructivity result in a low extent of cytotoxicity, so
the nanostructure is non-cytotoxic. However, a decreased pro-
pensity in cell viability becomes conspicuous with increasing
material concentrations, viz., above 10%, owing to a decrease
in the degree of destructivity. This means that a nanostructure
with a high degree of destructivity could become cytotoxic.
Moreover, a smaller degree of destructivity, i.e., when the PPN
is harnessed, should increase the material concentration
allowed for achieving a targeted extent of cytotoxicity and
render the nanostructure less cytotoxic.

To enhance the sensor sensitivity and induce nano-
structure-specified cancer cell targeting or assembly, the M13

phage, which assembles on the HER2 overexpressed on a
variety of cancer cells,66–68 is integrated into the WS2-conju-
gated PEG. We denote the degree of connectivity between
nanostructures and cells as the cell type to understand the
extent of assembly of the nanostructure on cells. Therefore, a
lower degree of connectivity is represented by a modification
in cell types from MCF-7 cells to MCF-10A cells. We examine
the variation of the normalized impedance for different cell
types, considering that we are curious about the alteration of
the assembly character of nanostructures. The experiments in
this work have demonstrated that cell samples, i.e., MCF-7
cells with PPNs and MCF-10A cells with the PPN, exhibit an
upper bound of the material concentration of 10% and a nor-
malized cell viability of ∼100% (Fig. 4a and b). Similar normal-
ized cell viability was also observed in the cells incubated with
10% PPN for both 0 h and 24 h in the experiment (ESI
Fig. S5†). Based on these findings and to achieve high cell via-
bility, a strong electrical conductivity, and a short incubation
time, we utilized the PPN with a material concentration of
∼10% and an incubation time of 24 h. A clear dependence of
the normalized impedance on the degree of connectivity and
the variety of cell samples, i.e., cells only or cells with nano-
structures, is discerned in Fig. 4c and d, with a high degree of
connectivity being the most effective and a low degree of con-

Fig. 4 Detecting MCF-7 cells using the P-DBS. (a and b) Variation of the normalized cell viability for different WS2 and PPN concentrations for (a)
MCF-7 and (b) MCF-10A cells. The statistical significance of relative cell viability can be found in supporting Table S2.† (c and d) Normalized impe-
dance variations for different cell populations for (c) MCF-7 and (d) MCF-10A cells. The significance values were calculated utilizing the Student’s
t-test and were indicated as follows: non-significant (ns), p ≤ 0.05 (*), p ≤ 0.01 (**), and p ≤ 0.0001 (****). Data are expressed as the standard error of
the mean (SEM) where n = 6.
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nectivity being the least effective. When pristine MCF-7 cells
are utilized, the normalized impedance stays high. In other
words, cell samples with a negligible or low degree of connec-
tivity exhibit a minimal extent of assembly of the nano-
structure on cells, so a negligible or small amount of nano-
structures attach to cells. However, a downward trend in the
normalized impedance becomes manifest as the cell sample
variety is modified from MCF-7 cells only to MCF-7 cells with
10% PPN, owing to an increase in the degree of connectivity.
This means that cell samples with a high degree of connec-
tivity result, and a large amount of nanostructures attach to
cells. Moreover, a low degree of connectivity appears when
MCF-10A cells only or MCF-10A cells with PPNs are utilized.

An interesting phenomenon, associated with the assembly
signature, was observed in the nanostructure. Experiments
have disclosed that the output impedance of cells with nano-
structures decreases with an increase in the stimulus ampli-
tude owing to stronger electrostatic interactions between the
nanostructure and cells.79 The normalized impedance of
MCF-7 cells with the PPN is determined for different reading
amplitudes, and the results are shown in ESI Fig. S6a.† When
an increased reading amplitude is applied, which means that
nanostructures exhibit a high degree of connectivity, the nano-
structure could be considered to attach to cells well, and a
high strength of assembly of nanostructures on cells results.
Furthermore, the normalized impedance decreases with an
increase in the stimulus length (ESI Fig. S6b†), indicating an
alterable nanostructure assembly character.

The calibration studies disclose that, for MCF-7 cells, the
limit of detection (LOD) is ∼12 cells per µL, viz., the

LOD ¼ 3:3� 0:078
0:022

¼ 12, based on a linear-regression

methodology.79–81 The LOD is defined by the slope s of the
linear plot of the normalized impedance as a function of the
cell population, i.e., the gradient of the dashed line in Fig. 4c,
and the standard deviation σ of the normalized impedance.

LOD ¼ 3:3� σ

s

� �
ð2Þ

Recent studies have demonstrated a cell cycle analysis of
MCF-7 cells, MCF-10A cells, and PANC-1 cells.82–84 Cell popu-
lation variations were observed in the cancer cells.
Furthermore, among existing electrical-based cancer cell
sensor types, i.e., enzyme sensor, antibody sensor, nucleic acid
sensor, and aptamer sensor, which have been implemented
previously (ESI Fig. S7†), the phage-polymer-nanosheet based
sensor utilized in this work and with the WS2 and using a
medium cell population has not been enacted before.

Discussion

Applications such as material design are particularly challen-
ging for cancer cell detection because of several requirements:
(1) high sensitivity, (2) marked contrast in output signals, (3)
high cell viability, and (4) short reading time. Currently, none

of the traditional electrical-based cancer cell sensors available
fulfils all the requirements listed above. The examples shown
in this work indicate that the current state of the P-DBS is able
to achieve most of these requirements with reasonable sensi-
tivity. The key improvement in the P-DBS system to enable
these applications is the achievement of a LOD of 12 cells per
µL, which is ∼74% smaller than the average of 47 cells per µL
for existing electrical-based cancer cell sensors using medium
cell populations (ESI Fig. S8†). As a result, the detection of a
small population of cancer cells is facilitated, and early
disease diagnosis can be achieved. An excellent contrast in the
output signal of the P-DBS was also obtained. The attainment
of a contrast of 1.25 between the MCF-10A sample signal and
the MCF-7 sample signal, i.e., the ratio of the normalized
impedance of MCF-10A cells with PPNs and with 7000 cells to
that of MCF-7 cells with PPNs and with 7000 cells, 1:0

0:8 ¼ 1:25,
which is 58% larger than the average of ∼0.79 for state-of-the-
art electrical-based cancer cell sensors (ESI Fig. S9†), allows
cancer cells to be distinguished well from healthy cells, facili-
tating early disease diagnosis. Another key advantage of the
PNN is the cell viability attained. For example, both MCF-7 and
MCF-10A cells with 10% PNN are able to achieve a relative cell
viability of ∼100%, which is 16 percentage points higher com-
pared to the average of 84% for existing cancer cells with elec-
trical sensor-based nanostructures (ESI Fig. S10†). This
enables a large number of living cells to be maintained in a
sample for accurate disease diagnosis. Another performance
advantage can be achieved in terms of reading time. Recent
studies disclose that the reading time is longer than that of
the assembly kinetics, and this limits the overall operating
time of traditional sensors.85,86 A difficulty arises from the
balance between decreasing the reading time and, at the same
time, increasing the sensor LOD. In this work, the P-DBS dis-
closes an alternating current (AC) reading length of 200 µs,
which is ∼150 times shorter compared to the average of
∼30 ms for current electrical-based cancer cell sensors (ESI
Fig. S11†). These allow cancer cells to be detected quickly, for
achieving rapid disease diagnosis.

Conclusion

These high sensitivity, marked contrast in output signals, and
short reading time are achieved through a shape-complemen-
tarity process in the P-DBS that alters the electrical signature
of the WS2. The LOD disclosed by the P-DBS is 12 cells per µL,
which is 74% smaller than the average value for state-of-the-art
electrical-based cancer cell sensors using a medium cell popu-
lation. Moreover, the P-DBS exhibits a contrast of 1.25 between
the MCF-10A sample signal and the MCF-7 sample signal,
which is 58% higher than the average value of current electri-
cal-based cancer cell sensors. An AC reading length of 200 µs
in the P-DBS was also attained, which was 150 times shorter
compared to the average value for existing electrical-based
cancer cell sensors. Besides, both MCF-7 and MCF-10A cells
with the PNN achieve a relative cell viability of ∼100%, which

Nanoscale Paper

This journal is © The Royal Society of Chemistry 2023 Nanoscale, 2023, 15, 16658–16668 | 16665

Pu
bl

is
he

d 
on

 0
6 

O
ct

ob
er

 2
02

3.
 D

ow
nl

oa
de

d 
by

 A
ge

nc
y 

fo
r 

Sc
ie

nc
e,

 T
ec

hn
ol

og
y 

&
 R

es
ea

rc
h 

(A
*S

T
A

R
) 

 o
n 

10
/3

0/
20

23
 5

:5
0:

26
 A

M
. 

View Article Online

https://doi.org/10.1039/d3nr03573e


is 16 percentage points higher than the average value for
current cancer cells with electrical sensor-based nano-
structures. Furthermore, the structural basis of the shape-com-
plementarity-enhanced decrease in the output impedance was
elucidated by MD simulations. Thence, the proposed bio-
molecular-sensor system depicts the first approach reported
utilizing the PPN, i.e., the integration of the WS2 and the M13-
conjugated PEG, and represents an exceptional opportunity for
the design of lab-on-chip systems.
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